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Preface

“At the outset, it is worth considering whether the gap between the
policies to govern the deployment of these new technologies and the actual
deployment is narrowing or growing wider, as this would be a critical
indicator of the respect for democratic values at the heart of a human-
centered polity.” It is with this question that we described last year the
essential contribution of the Al and Democratic Values Index to the policy
world. The irruption of ChatGPT in everyone’s life, with its mass
proliferation of untruth, bias and disinformation, proves this question to be
holding the future of our societies. Companies, civil society organizations
and supervisory authorities have called for pushing the pause button on the
Al race if it is not to be accompanied by the necessary guardrails.

As we undertook the third survey of national AI policies and
practices, we identified both positive developments and causes for concern.
We built on our earlier work, identified new trends and revisited the metrics
we had established for trustworthy and human-centric Al. Here are a few
key findings from the past year:

The implementation of the UNESCO Recommendation on the Ethics
of AL the first global Al policy framework, is gaining momentum.
UNESCO’s proposal for Ethical Impact Assessment provides a powerful
new tool to assess, in advance, the consequences of the deployment of Al
systems. In a field that barely existed a few years ago, the UNESCO
Recommendation is a remarkably comprehensive Al policy framework,
touching upon established Al concerns, such as fairness, accuracy, and
transparency, and emerging Al issues, including inclusivity, gender equity
and sustainable development. Recognizing the importance of the first global
framework for Al ethics, we have this year added a metric to take into
account the Recommendation implementation. In the context of its
Presidency of the Council of the European Union, the Czech Republic
organized the first Global Forum on the Ethics of Al At the first sub-
regional Forum on Al in Africa, States from Southern Africa adopted the
Windhoek Statement on Al to strengthen their collaboration towards a
sustainable development-oriented and ethical use of AI. UNESCO and
CAF, the Development Bank of Latin America, have agreed to support
together the creation of a Regional council including governments of the
region to review ethical criteria for Al in Latin America and the Caribbean.
The Group of Friends of the UNESCO Recommendation, chaired by
Kuwait, has called on states to take concrete steps to implement the
Recommendation.



The White House released a Blueprint for an Al Bill of Rights,
perhaps the most significant Al policy initiative in the United States to date.
The Blueprint speaks to President Biden’s commitment to affirmatively
advance civil rights, equal opportunity and racial justice in America. To
protect personal data from misuse by artificial intelligence algorithms, the
Blueprint set key principles pertaining to fairness and equity, transparency
and accountability, as well as associated practices to help guide the design,
use and deployment of automated systems.

The negotiations of the EU Al Act have quickly progressed with an
end of year target for an agreement between the European Parliament and
the Council of the EU. The Commission has set out a risk-based approach
anchored to a comprehensive monitoring system with a view to extend the
“Brussels Effect” to the global governance of Al. Exemptions from the Act,
such as defense and security issues, and Al systems classification, such as
ChatGPT-like Al generative models, have been among the key points of
contention with, in the background, a battle between laissez-faire
proponents and trustworthy Al champions.

Meanwhile, the Council of Europe has started its work on a
Convention on AL The Council of Europe has favored an EU-compatible
risk-based approach instead of a rights-based approach in line with its
mandate. The stakes could not be higher as this binding instrument, open
for signature to any States in the world, might become a global benchmark
in the field of Al

2022 also marked the endorsement of the African Union (AU) Data
Policy Framework by the AU Commission. The Framework constitutes a
milestone towards the adoption of an AU Artificial Intelligence Continental
Strategy, announced for 2024. The Framework represents a significant step
towards the strengthening and harmonization of national data governance
frameworks in Africa under the aegis of shared values. The Framework calls
for the modernization of the AU Malabo data protection Convention and its
widespread ratification by African states. It also articulates an approach to
new technologies tailored to the African context and sensitive to the impact
of the literacy/digital divide on human rights protection and to the necessity
to expand such protection to communities and collective rights. Central to
the Framework is the concept of data justice, broader than data protection,
which seeks to ensure that the increasing reliance on data, especially for
automated decision-making, does not perpetuate historical injustices and
structural inequalities.

China has started implementing sweeping new laws for data
protection, the regulation of recommendation algorithms and the regulation
of deepfakes. Although the privacy rules look very similar to the GDPR and
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the regulation for the governance of recommendation algorithms share
similar ambitions to proposals pending in both the European Union and the
US Congress, there are real concerns about Al policies that are intended to
favor a government in power. The same goes to some extent for the
regulation of deepfakes when it is an attempt to filter information, spread
propaganda and curtail freedom of expression. Against the backdrop of
democratic values, the goals of transparency and accountability are offset
by the inherent bias of such a legal structure, soon to be enhanced by the
creation of a National Data Bureau for Centralized Management.

We also noted this year the persisting conflict over the deployment
of facial recognition for mass surveillance. While the European Data
Protection Board adopted Guidelines on the use of facial recognition
technology in the area of law enforcement, many governments and private
companies worldwide pushed forward new systems for surveillance in
residential communities, inside school classrooms, and at public parks.
These are not the CCTV cameras of old, but sophisticated image processing
systems, designed specifically to identify individuals in public spaces by
name. In some countries, this system of unique identification is then tied to
elaborate government databases for scoring people based on their allegiance
to the government in power. So-called Smart Cities projects are also
mushrooming, providing living laboratories to test new technological tools
of social control beyond the imagination of even George Orwell.

The Al-assisted war in Ukraine has also prompted renewed calls for
regulating — or better prohibiting — the use of lethal autonomous weapons.
This is the case at international level of the joint statement on autonomous
weapons systems signed by 70 states following the 2022 UN General
Assembly meeting or of the Call to action on responsible use of Al in the
military domain endorsed by more than 60 States following a Global
Summit co-hosted by The Netherlands and the Republic of Korea. At
regional level, in a remarkable consensus, almost all Latin American and
Caribbean countries called, in the Belén Communiqué, for the urgent
negotiation of a binding international treaty on lethal autonomous weapons.

As the field of Al policy rapidly matures, we observe the growing
adoption of Al registries by public administrations eager to develop
trustworthy digitization. In several cases, including the secretive assessment
of social benefits or school orientation, opaque and biased automated
decisions have had a detrimental impact on citizens’ lives. To avoid repeat
of the past, public administrations have developed transparent mechanisms
to reflect on, and account for their use of Al systems. We report these
outcomes favorably as algorithmic transparency remains one of our key
metrics for the evaluation of Al policies and practices. Yet, this does not
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diminish the importance of upholding the principle of human control on
decisions that can significantly affect human lives. At the same time,
“explainability” should not be used as a convenient bypass for regulation
and accountability. There is a growing understanding that “red lines” are
necessary to safeguard fundamental rights. And in that recognition may be
found also the key to aligning Al policies and practices, to narrowing the
gap between the world of Al as it is and the world of Al we wish to inhabit.
If Al is to remain human-centric, then we must determine the appropriate
applications of Al.

In addressing the need to advance democratic values in the age of
Al the ability of the European Union, the United States, and allies to work
in common purpose remains central. On that front, the past year provides
reason for both optimism and concern. The EU and the US have been
working together in the framework of the Trade and Technology Council to
set out the basis of further transatlantic cooperation and common
understanding of Al policy and its challenges. The good news is that
“human rights” and “democratic values” undergird many of the proposals.
Top officials in the Biden Administration also expressed support for the EU
Al Act, and the Council of Europe Convention on Al.

At the same time, the completion of the EU Al Act is still a moving
target, as some politicians have made the mistake of assuming it is possible
to trade the protection of rights for innovation. Technologies that fail to
protect rights are not innovative, they are oppressive and stifling. This
holds true for the Council of Europe Convention on Al as well. On the US
side, the same realization seems to be guiding President Biden in opening
the legislative box for protecting children and limiting massive and
indiscriminate data collection by tech companies.

Still, our survey of national Al policies and practices also revealed
the hard work of many NGOs, advocates, academics, and government
officials, around the world, who have fully engaged the challenges that Al
poses and are prepared to stand on the front lines in defense of fundamental
rights. Concerning in this regard are attempts to exclude civil society
organizations from the Council of Europe’s table of negotiations.
Negotiations behind closed door is something we take seriously and report
negatively as public participation is one of our key metrics for the
evaluation of Al policies and practices.

We cannot say enough to thank the extraordinary CAIDP team
members —the Global Academic Network, the Teaching Fellows, the Policy
Group, the Research Group, the Team Leaders, the law school externs, and
friends — who made possible this report. From an early project with a
handful of people, the current report reflects the efforts and dedication of
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more than 200 experts in more than 60 countries. They did the hard work of
researching and writing, presenting for discussion, and then preparing the
assessments and ratings that make possible comparative analysis. We are
also grateful to the advisors and reviewers who provided comments on
earlier drafts of the report and direction for future editions. Our board
members and dedicated volunteers have kept us on course during this period
of remarkable growth. And we thank the benefactors and supporters of
CAIDP who have helped establish one of the most influential organizations
in the field of Al policy. Together we share a commitment to a better
society, more fair, more just — a world where technology promotes broad
social inclusion based on fundamental rights, democratic institutions, and
the rule of law.

To those in the Al policy field, whether advisors, decisionmakers,
heads of government, independent experts, or simply members of the public
who are interested in the growing impact of artificial intelligence on our
lives and our societies, we hope you will give this report your attention. The
rate of change is accelerating. We must act now to preserve our rights and
freedom.

As always, we welcome your advice, suggestions, revisions, and
updates. Please send editorial comments to editor(@caidp.org and visit our
website caidp.org to find more about our activities, recent policy
developments and how to get involved.

Karine Caunes
AIDV Editor-in-Chief and Global Program Director

Marc Rotenberg
Executive President and Founder

Merve Hickok
President

Center for Al Digital Policy
CAIDP.ORG
April 2023
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Endorsements

"CAIDP's flagship report provides insightful information how the Al
principles are translated into practice across 75 countries".
- Wonki Min, SUNY Korea (2023)

“"It is a great exercise of comparative digital law in action,providing a
comprehensive perspective on the evolution of Al policy also contributing
to underline the constitutional relationship between Al & democracy.
Digital Democracy and rule of law in the digital context will be the real
challenges for the next decade"

- Oreste Pollicino (2023)

“A very worthwhile analysis.”
- Stuart Russel, University of Berkeley, California (2022)

“An impressive body of work.”
- Alessandro Acquisti, Carnegie Mellon University (2022)

“An excellent report, a very useful tool for the community and a reference
to see nexus between Al and Democratic Values”
- Leyla Keser, Istanbul Bilgi University (2022)

"A very insightful report on Al laws and policies that addresses significant
international developments and provides a terrific comparison of Al laws
and policies across 50 countries.”

- Lee J. Tiedrich, Duke University (2022)

“This report is unique in that it compares Al policies and practices around
the world and should inspire progress toward trustworthy and human-
centric Al. The report also documents the important role of digital rights
and consumer groups in this endeavor.”

- Ursula Pachl, European Consumer Association (BEUC) (2022)

“It's rare to read a document that has the potential to influence national
policies on artificial intelligence around the world. The country
descriptions and evaluations are thoughtfully organized, well-written, and
carefully documented. The country rankings enable readers to have a
broad understanding of who the leaders are and why, while pointing out
what still needs to be done. The AI and Democratic Values index gives
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me hope that Al policy efforts can improve human rights, social justice,
and dignity.”
- Ben Shneiderman, author, Human-Centric AI (Oxford 2022)

“In this historical moment of global interest negotiation and competition
on Al we are in right now, we urgently need a shared narrative serving the
human interest and democracy. With its comprehensive overview of key
global and local power actors and initiatives The Artificial Intelligence
and Democratic Values Index is an essential instrument for the
facilitation of this shared global dialogue on Al now and in many years to
come.”

- Gry Hasselbalch, DataEthics.eu, InTouchAl.eu (2022)

“This is a very ambitious and important exercise. The outcome is
impressive- detailed and rigorous.”
- Valsamis Mitsilegas, Queen Mary University of London (2022)

“This comparative study sheds critical light on the adoption of Artificial
Intelligence in democratic societies. AI and Democratic Values is an
indispensable reference source for regulators, reporters, academics, and
practitioners
- Dr. Pablo G. Molina, Georgetown University and founder,
International Applied Ethics and Technology Association
(1aeta.org) (2022)
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EXECUTIVE SUMMARY

Purpose and Scope

Artificial Intelligence and Democratic Values is the first global
survey to assess progress toward trustworthy Al, based on detailed narrative
reports, combined with a methodology that produces ratings and rankings
for national Al policies and practices.

The AI Index has these objectives: (1) to document the Al policies
and practices, based on publicly available sources, (2) to establish a
methodology for the evaluation of Al policies and practices, based on global
norms, (3) to provide a basis for comparative evaluation, (4) to provide the
basis for future evaluations, and (5) to ultimately encourage all countries to
make real the promise of Al that is trustworthy, human-centric, and provides
broad social benefit to all.

Artificial Intelligence and Democratic Values focuses on human
rights, rule of law, and democratic governance metrics. Endorsement and
implementation of the OECD/G20 Al Principles is among the primary
metrics. Opportunities for the public to participate in the formation of
national Al policy, as well as the creation of independent agencies to
address Al challenges, is also among the metrics. Patents, publications,
investment, and employment impacts are important metrics for the Al
economy, but they are not considered here.

Artificial Intelligence and Democratic Values will be published on
an annual basis and will evolve as country practices change and new issues
emerge.
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The 2023 Edition

The 2023 edition of the report updates and expands the initial report.
Among the key changes:

The number of countries assessed increased from 50 to 75
Implementation of the UNESCO Recommendation on Al Ethics
is now one of the key metrics to assess progress toward human-
centric and trustworthy Al

For the metric concerning Implementation of the OECD Al
Principles, we have awarded top scores to Canada, France,
Japan, and Korea, the countries that were central to the
development and implementation of the first global framework
for Al policy.

For the metric concerning the Al-related Global Privacy
Assembly resolutions, the 2022 Resolution on Principles and
Expectations for the Appropriate Use of Personal Information in
Facial Recognition Technology has been added.

Additional efforts were made to normalize scores across key
metrics. For example, the determination of implementation of
the Universal Declaration for Human Rights now tracks the
designation of Freedom House for countries as “Free,” “Partly
Free,” and “Not Free.”

The scores for country reports previously published were
reviewed and revised based on developments during the past
year concerning Al policies and practices.

The number of researchers participating in the project has grown
significantly. The 2023 CAIDP Research Group now includes
almost 200 participants from more than 60 countries.

We acknowledge the comments of several reviewers who
recommended a more detailed approach to the review of human
rights. Additional recommendations concern expanded coverage
of Al and immigration and Al and criminal justice. We will
address these topics in the next edition.
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Findings

The OECD/G20 Al Principles have Framed the Global Debate
over Al policy. There are hundreds of frameworks for ethical Al,
but only the OECD/G20 Principles have significantly shaped the
policies and practices of national governments. Over 50
governments have formally endorsed the OECD/G20 Al Principles.
Governments have Both National Ambitions and Collaborative
Goals. National Al policies typically reflect ambitions to be a leader
in Al, to establish centers of AI excellence, and to promote
economic growth. Many of these ambitions will set countries in
competition for investment, personnel, and deployment. At the same
time, countries recognize the need for global cooperation in such
areas as public health, climate change, and sustainable development.
Al Safeguards Build on Data Protection Law. AI policy
safeguards follows from other laws and policy frameworks, most
notably data protection. The GDPR (Article 22), the Modernized
Council of Europe Privacy Convention (Article 9), and the recently
adopted California Privacy Rights Act in the US include explicit
provisions for Al. The Global Privacy Assembly, the international
conference of data protection officials, has recently adopted a
sweeping resolution on the need for Al accountability.

Facial Surveillance as an Al “Red Line.” Few Al applications are
more controversial than the use of Al for surveillance in public
spaces. The use of facial recognition on a general population has
raised widespread controversy with many NGOs stating it should be
prohibited. Other controversial Al applications include the scoring
of citizens, criminal sentencing, administrative service decisions,
and hiring assessments.

Concern About Autonomous Weapons Remains. The risk of
lethal autonomous weapons was among the first Al issues to focus
the attention of government policymakers. Although many other Al
policy issues have emerged in the last few years, concerns about
autonomous weapons remains.

NGOs are Powerful Advocates for the Public. In Europe, civil
society groups have published substantial reports on Al policy,
documented abuses, and called for reform. Their advocacy has also
strengthened democratic institutions which must now consider legal
measures to address public concerns.

Al Policy is in the Early Days, but the Pace is Accelerating. Al
research can be traced back to the 1950s but the effort of national
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governments to develop formal frameworks for Al policy is a recent
phenomenon. Governments around the world are moving rapidly to
understand the implications of the deployment of Al as more
systems are deployed. We anticipate that the rate of Al
policymaking will accelerate in the next few years.
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Recommendations

1.

2.

Countries must establish national policies for Al that implement
democratic values

Countries must ensure public participation in Al policymaking and
also create robust mechanisms for independent oversight of Al
systems

Countries must guarantee fairness, accountability, and
transparency in all Al systems

Countries must commit to these principles in the development,
procurement, and implementation of Al systems for public services
Countries must halt the use of facial recognition for mass
surveillance

Countries must curtail the deployment of lethal autonomous
weapons

Countries must begin implementation of the UNESCO Al
Recommendation

Countries must establish a comprehensive, legally binding
convention for Al
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THE GLOBAL Al POLICY LANDSCAPE

As a field of research, Al policy is in the very early stages. Only in
the last few years have national governments formally considered and
adopted policy frameworks that explicitly discuss “Artificial Intelligence.”!
While government funding for work on Artificial Intelligence goes back to
the mid-1950s, it would be many years before governments examined the
consequences of this research. That gap is now closing. Governments
around the world confront important decisions about Al priorities, Al
ambitions, and Al risks. Much of this report concerns the current policies
and practices of national governments.

In addition to national governments, many intergovernmental
organizations are pursuing Al policies and initiatives. This section provides
an overview of these organizations, listed in a simple A to Z. We also note
the important work of technical associations and civil society organizations
This section briefly summarizes these activities, as of early 2023.

The Council of Europe

The Council of Europe (COE) is the continent’s leading human
rights organization.? The COE is comprised of 47 member states, 27 of
which are members of the European Union. All COE member states have
endorsed the European Convention of Human Rights, a treaty designed to
protect human rights, democracy and the rule of law. Article 8 of the
Convention, concerning the right to privacy, has influenced the
development of privacy law around the world.

The COE Convention 108 (1981) is the first binding international
instrument which protects the individual against abuses which may
accompany the collection and processing of personal data and which
regulates the transborder flow of personal data.’

In 2018, the Council of Europe amended Convention 108 and
opened for signature and ratification the COE Modernized Convention
108+.% Article 9(1)(c) specifically addresses Al decision-making. As the
COE explains, the “modernised Convention extends the catalogue of
information to be transmitted to data subjects when they exercise their right

! Marc Rotenberg, AI Policy Sourcebook (2019, 2020).

2 Council of Europe, Who we are, https://www.coe.int/en/web/about-us/who-we-are
3 Council of Europe, Treaty office, Details of Treaty No. 108,
https://www.coe.int/en/web/conventions/full-list/-/conventions/treaty/108

4 Council of Europe, Data Protection, Modernisation of Convention 108,
https://www.coe.int/en/web/data-protection/convention108/modernised

6
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of access. Furthermore, data subjects are entitled to obtain knowledge of the
reasoning underlying the data processing, the results of which are applied
to her/him. This new right is particularly important in terms of profiling of
individuals.”® Forty-two states have signed the protocol amending the
Privacy Convention.’

Several new Al initiatives are underway at the Council of Europe,
including at the Council of Ministers, the COE Parliamentary Assembly.
Marija Pej¢inovi¢ Buri¢, Secretary General of the Council of Europe, has
said “It is clear that Al presents both benefits and risks. We need to ensure
that Al promotes and protects our standards. I look forward to the outcome
of the work of the Ad hoc Committee on Artificial Intelligence (CAHALI).
The Council of Europe has, on many occasions, demonstrated its ability to
pioneer new standards, which have become global benchmarks.”’

Citing the risks to privacy and data protection in 2021, the Council
of Europe called for strict rules to limit the use of facial recognition.® The
guidelines were developed by the Consultative Committee of the Council
of Europe Convention for the Protection of Individuals with regard to
Automatic Processing of Personal Data,’ reflecting the close connection
between traditional rules for data protection and the emerging realm of Al
policy.

CAHAI

The COE Council of Ministers established the Ad Hoc Committee
on Artificial Intelligence (CAHAI) in September 2019.!° The aim of the
CAHALI is to “examine the feasibility and potential elements on the basis of
broad multi-stakeholder consultations, of a legal framework for the

5 Council of Europe, Data Protection, Modernisation of Convention 108: Overview of the
novelties, https://rm.coe.int/modernised-conv-overview-of-the-novelties/16808accf8

¢ Council of Europe, Treaty Office, Chart of signatures and ratifications of Treaty 223
(Status as of Nov. 22, 2020), https://www.coe.int/en/web/conventions/full-list/-
/conventions/treaty/223/signatures

7 Council of Europe, Artificial intelligence and human rights,
https://www.coe.int/en/web/artificial-intelligence/secretary-general-marija-pejcinovic-
buric

8 Council of Europe, Facial recognition: strict regulation is needed to prevent human
rights violations (Jan. 28, 2021), https://www.coe.int/en/web/portal/-/facial-recognition-
strict-regulation-is-needed-to-prevent-human-rights-violations-

9 Council of Europe, Details of Treaty No.108 of 1981,
https://www.coe.int/en/web/conventions/full-list?module=treaty-detail&treatynum=108
19 Council of Europe, The Council of Europe established an Ad Hoc Committee on
Artificial Intelligence - CAHAI (Sept. 11, 2019), https://www.coe.int/en/web/artificial-
intelligence/-/the-council-of-europe-established-an-ad-hoc-committee-on-artificial-

intelligence-cahai
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development, design and application of artificial intelligence, based on the
Council of Europe’s standards on human rights, democracy and the rule of
law.”!! The Council of Ministers approved the first progress report of the
CAHALI in September 2020.!2

The CAHALI held its final meeting in December 2021.!% At the end
of the meeting, the CAHAI adopted the “Possible elements of a legal
framework on artificial intelligence, based on the Council of Europe’s
standards on human rights, democracy and the rule of law.” The CAHAI
framework contains an outline of the legal and other elements which in the
view of the Committee could be included in legally binding or non-legally
binding instruments that will make up an appropriate legal framework on
Al of the Council of Europe. The document outlines the “Possible elements
of a legal framework on artificial intelligence, based on the Council of
Europe’s standards on human rights, democracy and the rule of law.” The
CAHALI framework was submitted to the Committee of Ministers for further
consideration.

Committee of Ministers

In September 2020 the Committee of Ministers approved
the CAHALI progress report, which concluded that the “Council of Europe
has a crucial role to play today to ensure that Al applications are in line with
human rights protections.”'* The Committee of Ministers asked the CAHALI
to draft a feasibility study on a legal instrument that could “regulate the
design, development and application of Al that have a significant impact on
human rights, democracy and the rule of law.” The Committee of Ministers
also proposed that the CAHAI should examine “human rights impact
assessments” and “certification of algorithms and Al systems.” The
Committee of Ministers will review the recommendation in early February
2022. These initiatives follow the 2020 Recommendation of the Committee
of Ministers to member States on the human rights impacts of algorithmic

1 Council of Europe, CAHAI - Ad hoc Committee on Artificial Intelligence,
https://www.coe.int/en/web/artificial-intelligence/cahai

12 Council of Europe, Ad hoc Committee on Artificial Intelligence (CAHAI): Progress
Report (Sept. 23, 2020),
https://search.coe.int/cm/Pages/result_details.aspx?ObjectID=09000016809¢d062

13 Council of Europe, The CAHALI held its 6th and final plenary meeting (Dec. 2, 2021),
https://www.coe.int/en/web/artificial-intelligence/-/outcome-of-cahai-s-6th-plenary-
meeting

14 Council of Europe, Ad hoc Committee on Artificial Intelligence (CAHAI): Progress
Report (Sept. 23, 2020),
https://search.coe.int/cm/Pages/result_details.aspx?ObjectID=09000016809¢d062
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systems!> and its 2019 Declaration on the manipulative capabilities of
algorithmic processes. !¢

In March 2021, the Committee of Ministers issued a comprehensive
declaration on the need to ensure that Al systems for social services respect
human rights.!” The Committee emphasized said that such systems should
be developed and implemented in accordance with the principles of legal
certainty, legality, data quality, non-discrimination, and transparency. The
Ministers also recommended effective arrangements to protect vulnerable
persons from serious or irreparable harm.

In November 2021, the Committee of Ministers also issued a
Recommendation on the protection of individuals with regard to automatic
processing of personal data in the context of profiling. The Committee
stressed that “respect for fundamental rights and freedoms, notably the
rights to human dignity and to privacy but also to freedom of expression,
and for the principle of non-discrimination and the imperatives of social
justice, cultural diversity and democracy, should be guaranteed, in both the
public and private sectors, during the profiling operations.”!8

European Committee on Crime Problems

In September 2021, based on the results of the 2020 Feasibility
Study on a future Council of Europe instrument on artificial intelligence and
criminal law,!” the CDPC set up a Drafting Committee consisting of experts
appointed by the members of the CDPC tasked with the elaboration of an
instrument on Al and criminal law related to vehicles and automated

15 Committee of Ministers, Recommendation CM/Rec(2020)1 on the human rights
impacts of algorithmic systems (Apr. 8, 2020)
https://search.coe.int/cm/pages/result_details.aspx?objectid=09000016809¢1154

16 Committee of Ministers, Declaration on the manipulative capabilities of algorithmic
processes (Feb. 13, 2019)

7 Council of Europe, Declaration by the Committee of Ministers: the use of computer-
assisted or Al-enabled decision making by public authorities in the area of social
services must respect human rights (Mar. 17, 2021),
https://www.coe.int/en/web/artificial-intelligence/newsroom/-
/asset_publisher/csARLoSVrbAH/content/declaration-by-the-committee-of-ministers-
the-use-of-computer-assisted-or-ai-enabled-decision-making-by-public-authorities-in-the-
area-of-social-servi

18 Committee of Ministers, Recommendation CM/Rec(2021)8 on the protection of
individuals with regard to automatic processing of personal data in the context of
profiling (Nov. 3,2021)
https://search.coe.int/cm/pages/result_details.aspx?Objectld=0900001680a46147

19 European Committee on Crime Problems, Feasibility Study on a future Council of
Europe instrument on artificial intelligence and criminal law (Sept.,4 2020)
https://rm.coe.int/cdpc-2020-3-feasibility-study-of-a-future-instrument-on-ai-and-
crimina/16809f9b60
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driving.2° One of the main purposes of this instrument would be to “ensure
the development of Al systems in accordance with the fundamental rights
protected by Council of Europe instruments.”?! In November 2021, the
Drafting Committee held its first meeting but failed to agree on the
bindingness of the instrument.??

Parliamentary Assembly

In October 2020, the Parliament Assembly of the Council of Europe
has adopted a new resolution on the Need for Democratic Governance of
Artificial Intelligence.” The Assembly called for “strong and swift action”
by the Council of Europe. The parliamentarians warned that “soft-law
instruments and self-regulation have proven so far not sufficient in
addressing these challenges and in protecting human rights, democracy and
rule of law.”

In a set of recommendations examining the opportunities and risks
of Al for democracy, human rights and the rule of law adopted in October
2020 as well, the Parliamentary Assembly called on the Committee of
Ministers to take into account the particularly serious potential impact of
the use of artificial intelligence “in policing and criminal justice systems™?*
or “on the enjoyment of the rights to equality and non-discrimination”, %3
when assessing the necessity and feasibility of an international legal
framework for artificial intelligence.

20 European Committee on Crime Problems, Drafting Committee to elaborate an
instrument on artificial intelligence and criminal law — Terms of Reference / Working
methods (Sept. 16, 2021) https://rm.coe.int/cdpc-2021-2-terms-of-reference-cdpe-
aicl/1680al 8ffe

21 European Committee on Crime Problems, Drafting Committee to elaborate an
instrument on artificial intelligence and criminal law — Terms of Reference / Working
methods, op. cit., p. 11.

22 European Committee on Crime Problems, /st meeting of the Drafting Committee to
elaborate an instrument on Artificial Intelligence and Criminal Law (Nov. 15-16 2021)
2 Council of Europe, Parliamentary Assembly, Need for democratic governance of
artificial intelligence (Oct. 22, 2020), https://pace.coe.int/en/files/28803/html

24 Parliamentary Assembly, Recommendation 2182(2020) Justice by algorithm — The role
of artificial intelligence in policing and criminal justice systems (Oct. 22, 2020)
https://pace.coe.int/en/files/28806/html; See also, Resolution 2342 (2020)
https://pace.coe.int/en/files/28805

25 Parliamentary Assembly, Recommendation 2183 (2020) Preventing discrimination
caused by the use of artificial intelligence (Oct. 22, 2020)
https://pace.coe.int/en/files/28809/html; See also, Resolution 2343 (2020)
https://pace.coe.int/en/files/25318/html
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European Court of Human Rights

The European Court of Human Rights has generated an abundant
amount of case law interpreting Article 8 of the European Convention on
Human Rights on the right to private life. The opinions of the Court on
privacy and data protection are widely regarded by other courts. The Court
has dealt with numerous aspects relating to the protection of personal data,
which has been deemed of fundamental importance to a person’s enjoyment
of a person’s right to respect for private and family life as guaranteed by
Article 8. The Court has addressed privacy challenges in relation to
telephone conversations, telephone numbers, computers, video
surveillance, voice recording, bulk interceptions of telecommunications and
the internet.? However, to date, the Court has not addressed matters relating
to Al tools, including automated decision-making based on algorithms.

Commissioner for Human Rights

In January 2021, at a virtual event organized by the German Federal
Foreign Office and Federal Ministry of Justice and Consumer Protection as
part of Germany’s Chairmanship of the Committee of Ministers of the
Council of Europe, the Commissioner for Human Rights started her speech
on “Human Rights in the Era of Al — Europe as international Standard Setter
for Artificial Intelligence” by asserting that “Ensuring that technological
development works for and not against human rights, democracy and the
rule of law is one of the biggest tasks that states face”.?’

Her speech refers to and builds on the 10-point Recommendation on
Al and human rights she addressed to Council of Europe member states in
May 2019.28 Tt focused more specifically on 1) Human rights impact
assessment, 2) Public consultations 3) Obligations of member states to
facilitate the implementation of human rights standards in the private sector
4) Information and transparency 5) Independent oversight 6) Non-
discrimination and equality 7) Data protection and privacy 8) Freedom of

26 For an overview of the case law, see European Court of Human Rights, Mass
surveillance (Jan. 2022)
https://www.echr.coe.int/documents/fs_mass_surveillance_eng.pdf; Personal data
protection (Jan. 2022) https://www.echr.coe.int/Documents/FS_Data ENG.pdf.

27 Commissioner for Human Rights, Human Rights in the Era of Al — Europe as
international Standard Setter for Artificial Intelligence (Jan. 20, 2021)
https://rm.coe.int/german-cm-presidency-high-level-conference-human-rights-in-the-era-
of-/1680a12379

28 Commissioner for Human Rights, Recommendation, Unboxing Artificial Intelligence:
10 steps to protect Human Rights (May 2019) https://rm.coe.int/unboxing-artificial-
intelligence-10-steps-to-protect-human-rights-reco/1680946e64

11
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expression, freedom of assembly and association, and the right to work 9)
Remedies 10) Promotion of “Al literacy.”

Commission for the Efficiency of Justice

In December 2020, The European Commission for the Efficiency of
Justice (CEPEJ) adopted a feasibility study on the establishment of a
certification mechanism for artificial intelligence tools and services. The
study is based on the CEPEJ Charter on the use of artificial intelligence in
judicial systems. According to the CEPEJ, the Council of Europe, if it
decides to create such a mechanism, would be a pioneer in this field.?

In December 2021, the CEPEJ adopted the 2022-2025 Action plan:
“Digitalisation for a better justice.” The CEPEJ Action Plan sets out as the
priority assisting “States and courts in a successful transition towards
digitalisation of justice in line with European standards and in particular
Article 6 of the European Convention of Human Rights” on the right to a
fair trial, “while also ensuring that justice is human, efficient and of high
quality.” “Human justice” is presented as one of the main goals the CEPEJ
should take into account: “The digitalisation of justice shall make justice
more efficient but must never seek to replace the judge. The judge must
remain at the centre of the procedure.”°

The European Union

Many institutions in the European Union now play a significant role
in the development of Al policies and practices.

The European Commission

The European Commission plays an active role in developing the
EU’s overall strategy and in designing and implementing EU policies. The
Commission is the initiator of EU legislation. Al was identified as a priority
when the new Commission, under the Presidency of Ursula von der Leyen,
was established in late 2019.3! At that time, von der Leyen

29 Council of Europe, CEPEJ: Artificial intelligence and cyberjustice at the heart of the
discussions (Dec. 11, 2020), https://www.coe.int/en/web/portal/-/cepej-artificial-
intelligence-and-cyberjustice-at-the-heart-of-discussions

30 European Commission for the Efficiency of Justice, 2022-2025 CEPEJ Action plan:
“Digitalisation for a better justice”, CEPEJ(2021)12Final (Dec. 8-9, 2021)
https://rm.coe.int/cepej-2021-12-en-cepej-action-plan-2022-2025-digitalisation-
justice/1680a4cf2¢c

3L CAID Update 1.3, European Commission Proposes Options for Ethical, (Aug. 3,
2020), https://dukakis.org/center-for-ai-and-digital-policy/center-for-ai-policy-update-
european-commission-proposes-four-options-for-ethical-ai/
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recommended new rules on Artificial Intelligence that respect human safety
and rights.?

Von der Leyen’s proposal followed remarks by Chancellor Angela
Merkel at the G20 summit in 2019, who called for the European
Commission to propose comprehensive regulation for artificial intelligence.
“It will be the job of the next Commission to deliver something so that we
have regulation similar to the General Data Protection Regulation that
makes it clear that artificial intelligence serves humanity,” Merkel stated.

In February 2020, the Commission published the white paper On
Artificial Intelligence -A European Approach to Excellence and Trust for
public comment. The Commission subsequently proposed several options
for AI regulation. Speaking to the EU Ambassadors Conference in
November 2020, President von der Leyen said, “European rules on personal
data protection have inspired others to modernise their own privacy rules.
We must now put special focus on the international transfer of data,
particularly after a recent ruling of the European Court of Justice.”*? And in
remarks to the Council on Foreign Relations, she said “we must work
together on a human-centric vision on Al - a global standard aligned with
our values.”?*

Following the U.S. election in November 2020, the European
Commission developed a new framework for transatlantic relations. On
December 2, 2020, the European Commission proposed a New EU-US
Agenda for Global Change. The New Agenda covers a wide range of topics,
but it is notable that the Commission states, “we need to start acting together
on Al - based on our shared belief in a human- centric approach and dealing
with issues such as facial recognition. In this spirit, the EU will propose to
start work on a Transatlantic AI Agreement to set a blueprint for regional
and global standards aligned with our values.”*> The Commission further
states, “We must also openly discuss diverging views on data governance
and see how these can be overcome constructively. The EU and the US

32 European Commission, A Union that Strives for more: the first 100 days (Mar. 6,
2020), https://ec.europa.eu/commission/presscorner/detail/en/ip 20 403

33 Buropean Commission, Speech by President von der Leyen at the EU Ambassadors'
Conference 2020 (Nov. 10, 2020),
https://ec.europa.eu/commission/presscorner/detail/en/SPEECH 20 2064

3% Council on Foreign Relations, 4 Conversation with Ursula von der Leyen (Nov. 20,
2020), https://www.cfr.org/event

35 European Commission and High Representative of the Union for Foreign Affairs and
Security Policy, Joint Communication to the European Parliament, the European
Council and the Council: A New EU-US Agenda for Global Change (Dec. 2, 2020)
(emphasis in the original), https://ec.europa.eu/info/sites/info/files/joint-communication-
eu-us-agenda_en.pdf
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should intensify their cooperation at bilateral and multilateral level to
promote regulatory convergence and facilitate free data flow with trust on
the basis of high standards and safeguards.”

The Trade and Technology Council

At the US-EU Summit in Brussels in June 2021, President von der
Leyen launched together with US President Biden the EU-US Trade and
Technology Council (TTC). One of its main purposes is to coordinate
approaches to key technology issues and deepen transatlantic trade and
economic relations based on shared democratic values. The Trade and
Technology Council will include a working group on technology standards
cooperation including Al and another one on the misuse of technology
threatening security and human rights. For the EU, the TTC is co-chaired
by European Commission Executive Vice Presidents Valdis Dombrovskis
and Margrethe Vestager and for the US by Trade Representative Katherine
Tai, Secretary of Commerce Gina Raimondo and Secretary of State
Anthony Blinken.

In a joint statement following the TTC inaugural meeting in
Pittsburgh in September 2021, “the European Union and the United States
acknowledge that Al technologies yield powerful advances but also can
threaten our shared values and fundamental freedoms if they are not
developed and deployed responsibly or if they are misused. The European
Union and the United States affirm their willingness and intention to
develop and implement Al systems that are innovative and trustworthy and
that respect universal human rights and shared democratic values.”*® They
also agreed on the importance of public consultation as the TTC undertakes
its work. As a result, in October 2021, the Commission launched an online
consultation platform on the TTC?” allowing stakeholders to share their
views and make recommendations as well as be informed about its work.

The EU Al Act

In April 2021 The European Commission published the “Al
package. This package consisted of: a Communication on Fostering a
European Approach to Artificial Intelligence; the Coordinated Plan with
Member States: 2021 update; a proposal for an Al Regulation laying down
harmonised rules for the EU (the Al Act”).® In January 2022, The

36 EU-US Trade and Technology Council Inaugural Joint Statement (Sept. 29, 2021)
https://ec.europa.eu/commission/presscorner/detail/e%20n/statement 21 4951

37 Futurium Platform, Trade and Technology Council Community
https://futurium.ec.europa.eu/en/EU-US-TTC

38 European Commission, A European approach to artificial intelligence, https://digital-
strategy.ec.europa.eu/en/policies/european-approach-artificial-intelligence.
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European Commission proposed to define a set of principles for a human-
centered digital transformation.>

The draft Al Act follows a risk-based approach and proposes to
categorize Al systems based on the four different risk levels they create: 1)
an unacceptable risk; 2) a high risk; 3) limited risk; or 4) minimal risk. No
limitations or requirements are set for use of Al systems creating minimal
or low risk.

The draft Al Act prohibits certain Al practices that create
unacceptable risk as they contradict EU values and fundamental rights. The
draft Act proposes to prohibit four AI practices: 1) deployment of
subliminal techniques beyond a person’s consciousness, 2) exploitation of
the vulnerabilities of specific vulnerable groups, 3) social scoring, and 4)
use of ‘real-time’ remote biometric identification systems in publicly
accessible spaces for law enforcement.

The draft Al Act sets out specific requirements for high-risk Al
systems, that create an adverse impact on safety or fundamental rights. This
includes Al systems that are product or safety components or systems used
in the areas listed in Annex III of the draft Al Act, including such areas as
biometric identification and categorization, education, employment, law
enforcement, migration, asylum and border control.
For other Al systems that do not pose high risks, the draft AI Act imposes
limited transparency rules. The draft Act classifies as limited-risk Al
systems intended to interact with natural persons, emotion recognition
systems and biometric categorization systems, and Al systems used to
generate or manipulate image, audio or video content.

The Commission proposal is subject to review and amendment by
the Parliament and the Council, and then a subsequent negotiation, known
as the “trilogue.”*?

Fundamental Rights in the Digital Age

In December 2021, the European Commission released its annual
report on the application of the Charter of Fundamental Rights in the EU. It
is the first thematic report and it focuses on the challenges in protecting
fundamental rights in the digital age.*! One of the key policy areas of the

39 European Commission, Declaration on European Digital Rights and Principles (Jan.
26, 2022), https://digital-strategy.ec.europa.cu/en/library/declaration-european-digital-
rights-and-principles

40 European Council, Council of the European Union, The ordinary legislative procedure,
https://www.consilium.europa.eu/en/council-eu/decision-making/ordinary-legislative-
procedure/

41 European Commission, Protecting Fundamental Rights in the Digital Age — 2021
Annual Report on the Application of the EU Charter of Fundamental Rights, COM(2021)

15



Artificial Intelligence and Democratic Values 2022
Center for Al and Digital Policy

report concerns “Safeguarding fundamental rights where artificial
intelligence is used” and another one “Supervising digital surveillance”
with a paragraph dedicated to remote biometric identification.

In January 2022, the European Commission proposed to define a set
of principles for a human-centered digital transformation in an
interinstitutional Declaration.*?> This was one of the four cardinal points
identified by the Commission in its Digital Compass in which it set its vision
for a successful digital transformation of Europe by 2030.*} In December
2022, in the margins of the European Council, Commission President
Ursula von der Leyen signed the Declaration, together with the President of
the European Parliament Roberta Metsola, and Czech Prime Minister Petr
Fiala for the rotating Council presidency.*

The European Parliament

The European Parliament is co-legislator, together with the Council
of the European Union. The Parliament has convened hearings and adopted
resolutions to outline the elements of EU legislation.*> One resolution urged
the Commission to establish legal obligations for artificial intelligence and
robotics, including software, algorithms and data. A second would make
those operating high-risk Al systems strictly liable for any resulting
damage. And a third resolution on intellectual property rights makes clear
that Al should not have legal personality; only people may claim IP rights.

The European Parliament adopted all of these proposals in sweeping
majorities, across parties and regions. But even those proposals are unlikely
to meet the concerns of civil society. As Access Now and EDRIi said of the
resolution on Al ethics, “They are cautious and restrained on fundamental
rights, taking only tentative steps to outline the biggest threats that artificial
intelligence pose to people and society, while also failing to propose a

819 final (Dec. 12, 2021),

https://ec.europa.eu/info/sites/default/files/1 1 179442 ann rep en_0.pdf

42 BEuropean Commission, Declaration on European Digital Rights and Principles (Jan.
26, 2022), https://digital-strategy.ec.europa.cu/en/library/declaration-european-digital-
rights-and-principles

4 European Commission, 2030 Digital Compass: the European way for the Digital
Decade COM(2021) 118 final, (March 9, 2021) https://eur-lex.curopa.cu/legal-
content/en/TXT/?uri=CELEX:52021DC0118

4 European Commission, Digital Rights and Principles: Presidents of the Commission,
the European Parliament and the Council sign European Declaration (Dec. 15, 2022),
https://ec.europa.eu/commission/presscorner/detail/en/ip 22 7683

45 CAIDP Update 1.12, European Parliament Adopts Resolutions on AI (Oct. 24, 2020),
https://dukakis.org/center-for-ai-and-digital-policy/caidp-update-european-parliament-
adopts-resolutions-on-ai/
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legislative framework that would address these threats or provide any
substantive protections for people’s rights.”

The influential LIBE Committee has also highlighted concerns
about Al and fundamental rights and Al in criminal justice.*® In February
2020, the Committee held a hearing on Artificial Intelligence and Criminal
Law, and examined the benefits and risks of Al, predictive policing, facial
recognition, as well as the ethical and fundamental rights implications.
LIBE worked in association with the United Nations Interregional Crime
and Justice Research Institute (UNICRI), the European Union Agency for
Fundamental Rights (FRA), and the Council of Europe (COE). In
November 2020, LIBE issued an opinion concerning Al and the application
of international law.*’

The JURI Committee, responsible for Legal Affairs, also requested
a significant report on Artificial Intelligence and Civil Liability.* The
report “demonstrates how technology regulation should be technology-
specific, and presents a Risk Management Approach, where the party who
is best capable of controlling and managing a technology-related risk is held
strictly liable, as a single entry point for litigation.” The report outlines the
application to four case studies. Following the European Parliament’s
October 2020 resolution on the topic, the European Commission published
an inception impact assessment on a likely legislative initiative to adapt the
EU liability rules to the digital age and circular economy in June 20214 and
launched a public consultation on the topic from October 2021 until January
2022.%0

46 CAIDP Update 1.8 LIBE Committee of EU Parliament Examines Al Practices, Data
Protection, (Sept. 9, 2020), https://dukakis.org/center-for-ai-and-digital-policy/caidp-
update-libe-committee-of-eu-parliament-examines-ai-practices-data-protection/

47 European Parliament, Committee on Civil Liberties, Justice and Home Affairs, on
artificial intelligence: questions of interpretation and application of international law in
so far as the EU is affected in the areas of civil and military uses and of state authority
outside the scope of criminal justice (2020/2013 (INI)), (Nov. 23, 2020),
https://www.europarl.europa.eu/doceo/document/LIBE-AD-652639 EN.pdf

“8 Policy Department for Citizens' Rights and Constitutional Affairs, Directorate-General
for Internal Policies, Artificial Intelligence and Civil Liability, PE 621.296 JURI (July 14,
2020),
https://www.europarl.europa.eu/RegData/etudes/STUD/2020/621926/IPOL._STU(2020)6
21926_EN.pdf

9 European Commission, Inception Impact Assessment - Adapting liability rules to the
digital age and circular economy (Jun. 30, 2021) https://ec.europa.eu/info/law/better-
regulation/have-your-say/initiatives/12979-Civil-liability-adapting-liability-rules-to-the-
digital-age-and-artificial-intelligence en

%0 European Commission, Public consultation on Civil liability — adapting liability rules
to the digital age and artificial intelligence (Oct. 18,2021)
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Following a report by the JURI Committee, the European
Parliament adopted in January 2021 a resolution on “artificial intelligence:
questions of interpretation and application of international law in so far as
the EU is affected in the areas of civil and military uses and of state authority
outside the scope of criminal justice™!. In its resolution, the Parliament
reiterated its call for an EU strategy to prohibit the use of lethal autonomous
weapon systems and for a ban on “killer robots”. It also called for the EU
to play a leading role in creating and promoting a global framework
governing the military use of Al. Regarding the use of Al in the public
sector, especially healthcare and justice, the Parliament stressed that “the
use of Al systems in the decision-making process of public authorities can
result in biased decisions that negatively affect citizens, and therefore
should be subject to strict control criteria regarding their security,
transparency, accountability, non-discrimination, social and environmental
responsibility, among others; urges Member States to assess the risks
related to Al-driven decisions connected with the exercise of State
authority, and to provide for safeguards such as meaningful human
supervision, transparency requirements and the possibility to contest such
decisions”. The Parliament also invited the Commission to “assess the
consequences of a moratorium on the use of facial recognition systems, and,
depending on the results of this assessment, to consider a moratorium on
the use of these systems in public spaces by public authorities and in
premises meant for education and healthcare, as well as on the use of facial
recognition systems by law enforcement authorities in semi-public spaces
such as airports, until the technical standards can be considered fully
fundamental rights-compliant, the results derived are non-biased and non-
discriminatory, and there are strict safeguards against misuse that ensure the
necessity and proportionality of using such technologies.”

In May 2020, the Directorate General for Parliamentary Research
Services of the European Parliament published The Impact of the General
Data Protection Regulation (GDPR) on Artificial Intelligence.>® The study

https://ec.europa.eu/info/law/better-regulation/have-your-say/initiatives/12979-Civil-
liability-adapting-liability-rules-to-the-digital-age-and-artificial-intelligence/public-
consultation_en

51 European Parliament, Resolution on artificial intelligence: questions of interpretation
and application of international law in so far as the EU is affected in the areas of civil
and military uses and of state authority outside the scope of criminal justice
(2020/2013(INT)), (Jan. 20, 2021) https://www.europarl.europa.eu/doceo/document/TA-
9-2021-0009 _EN.html

52 Buropean Parliament Think Tank, The impact of the General Data Protection
Regulation (GDPR) on artificial intelligence (June 25, 2020),
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examines the tensions and proximities between Al and data protection
principles, such as in particular purpose limitation and data minimization.
And in June 2020 the European Parliament established a Special Committee
on Artificial Intelligence to study the impact of Al and to propose a roadmap
for the EU. According to the decision of Parliament, the Committee should
pursue a “holistic approach providing a common, long-term position that
highlights the EU’s key values and objectives.”?

The work of the European Parliament on Artificial Intelligence also
intersects with the Digital Services Act, an initiative to overhaul the E-
Commerce Directive which has been the foundation of the digital single
market for the last twenty years.>* At the end of October, 2020,
European Margrethe Vestager said the proposed Digital Services Act
package will aim to make ad targeting more transparent and to ensure
companies are held accountable for their decisions.> “The biggest
platforms would have to provide more information on the way their
algorithms work, when regulators ask for it,” Vestager said. Following the
adoption of the Digital Services Package in the first reading by the European
Parliament in July 2022, the Council of the EU adopted as well the Digital
Services Act. The Act was then signed by the Presidents of both institutions
and published in the Official Journal.

Committees — AIDA, IMCO, LIBE

There are three committees within the European Parliament that
have primary jurisdiction for the development of Al policy. The AIDA
Committee - the Special Committee on Artificial Intelligence in a Digital
Age — was established by the European Parliament on June 18, 2020 with
the goal of “setting out a long-term EU roadmap on Artificial Intelligence
(AI).%® Over an 18-month period, AIDA organized hearings and
workshops with key stakeholders, including experts, policy-makers, and the

https://www.europarl.europa.eu/thinktank/en/document.html?reference=EPRS _STU(202
0)641530

53 Buropean Parliament, Setting up a special committee on artificial intelligence in a
digital age, and defining its responsibilities, numerical strength and term of office (June
18, 2020), https://www.europarl.europa.cu/doceo/document/TA-9-2020-0162_ EN.html
4 European Parliament, Digital Services Act: Opportunities and Challenges for the
Digital Single Market and Consumer Protection,
https://www.europarl.europa.eu/RegData/etudes/BRIE/2020/652712/TPOL._BRI1(2020)65
2712 _EN.pdf

55 Matthew Broersma, New EU Rules ‘Would Open Tech Giants’ Algorithms To Scrutiny,
Silicon.co (Nov. 2, 2020) https://www.silicon.co.uk/workspace/algorithms-tech-giants-
348707

%6 European Parliament, AIDA Committee, About: Welcome Words,
https://www.europarl.europa.eu/committees/en/aida/about
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business community. In November 2021, members of the AIDA committee
met with policymakers, NGOs, and business groups in Washington, DC.

In January 2022, the rapporteur of the AIDA Committee published
a draft report on artificial intelligence in a digital age.>’ Approximately
1,400 amendments were received.’® AIDA committee anticipated the
finalization of the report and a vote on the associated resolution in March
2022.

Two committees in the European Parliament have then take the reins
for the proposed EU AI Act. The IMCO Committee is responsible for the
legislative oversight and scrutiny of EU rules on the single market,
including the digital single market, customs and consumer protection.’® The
LIBE Committee is “is responsible for the majority of legislation and
democratic oversight of policies that enable the European Union to offer its
citizens an area of freedom, security and justice (Article 3 TEU). While
doing so, we ensure, throughout the EU, the full respect of and compliance
with the EU Charter of Fundamental Rights, in conjunction with the
European Convention on Human Rights.”¢°

A joint hearing between IMCO and LIBE was held on January 25,
2022.%! The two rapporteurs expressed their views on the AT Act. Brando
Benifei, co-rapporteur for the Internal Market and Consumer Protection
Committee, stated “Our aim is to protect citizens and consumers, and
stimulate positive innovation at the same time, while focussing especially
on SMEs and start-ups. A legislative framework ensuring that Al systems
entering the EU single market are safe, human-centric and respect our
fundamental rights and freedoms will stimulate trust among citizens, which
is key to a successful and inclusive uptake of Al on our continent. That is
what we will strive for.” Dragos Tudorache, co-rapporteur for the Civil
Liberties, Justice and Home Affairs Committee, said, “The Al Act is a

57 Special Committee on Artificial Intelligence in a Digital Age, Draft Report on artificial
intelligence in a digital age, (2020/2266(INI)) (Nov. 2, 2021),
https://www.europarl.europa.eu/meetdocs/2014 2019/plmrep/ COMMITTEES/AIDA/PR/
2022/01-13/1224166EN.pdf

8 AIDA, AIDA Commitee Meeting, Consideration of Amendments (Feb. 1,2022),
https://www.europarl.europa.eu/committees/en/aida-committee-meeting-consideration-
of-/product-details/20220117CAN64673

%9 European Parliament, About IMCO, Welcome Words,
https://www.europarl.europa.eu/committees/en/imco/about

8 Furopean Parliament, About LIBE, Welcome Words,
https://www.europarl.europa.eu/committees/en/libe/about

81 Artificial Intelligence Act: EP lead committees to launch joint work on 25 January
(Jan. 24, 2022), https://portal.ieu-monitoring.com/editorial/artificial-intelligence-act-ep-
lead-committees-to-launch-joint-work-on-25-january
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central piece of the European regulatory environment for the digital future
and the first of its kind worldwide. We have a chance to lead by example
and to shape the rules of the digital world according to our values. As the
heart of European democracy, the European Parliament has a key role to
play: we need to find the right balance between enhancing the protection of
our fundamental rights and boosting Europe’s competitiveness and capacity
to innovate.” The two co-rapporteurs MEP Brando Benifei and MEP
Dragos Tudorache unveiled their draft report in April 2022. The draft report
received more than 3000 amendments that are being considered.

The Two Councils

The European Council defines the EU's overall political direction
and priorities.5? Its members are the heads of state or government of the 27
EU member states, the European Council President, and the President of the
European Commission. The European Council is not one of the EU's
legislating institutions, so does not negotiate or adopt EU laws. This is the
prerogative of the Council of the European Union (“Council”), composed
of representatives of member states’ ministers.

In June 2020, the Council of the European Union set out
Conclusions for Shaping Europe’s Digital Future.®* Regarding Al, the
Council stressed, “some artificial intelligence applications can entail a
number of risks, such as biased and opaque decisions affecting citizens’
well-being, human dignity or fundamental rights, such as the rights to non-
discrimination, gender equality, privacy, data protection and physical
integrity, safety and security, thus reproducing and reinforcing stereotypes
and inequalities. Other risks include the misuse for criminal or malicious
purposes such as disinformation.”

And then in October 2020, the European Council issued conclusions
on the Charter of fundamental rights in the context of artificial intelligence
and digital change.%* “These conclusions are designed to anchor the EU's
fundamental rights and values in the age of digitalisation, foster the EU's
digital sovereignty and actively contribute to the global debate on the use of
artificial intelligence with a view to shaping the international framework,”
the Presidency of the Council stated.

62 Buropean Council https://www.consilium.europa.eu/en/european-council/

83 Council of the European Union, Shaping Europe’s Digital Future (June 9, 2020),
https://data.consilium.europa.eu/doc/document/ST-8711-2020-INIT/en/pdf

% Council of the European Union, Artificial intelligence: Presidency issues conclusions
on ensuring respect for fundamental rights (Oct. 21, 2020),
https://www.consilium.europa.eu/en/press/press-releases/2020/10/2 1/artificial-
intelligence-presidency-issues-conclusions-on-ensuring-respect-for-fundamental-rights/#
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The Presidency recommended a ‘“fundamental rights-based”
approach to Al and emphasized dignity, freedoms, equality, solidarity,
citizen’s rights, and justice.®> The Council urged the Union and Member
States to ‘“consider effective measures for identifying, predicting and
responding to the potential impacts of digital technologies, including Al, on
fundamental rights.” The Council said the “Commission’s announced
proposal for a future regulatory framework for Al, should strengthen trust,
strike a fair balance between the various interests and leave room for
research and development and further innovation and technical and socio-
technical developments.” The Council also acknowledged the work of the
FRA on AL

The Council of the European Union, through the Transport,
Telecommunications and Energy Council, has already set out proposed
changes to the EU Al Act. The Slovenian Presidency (July to December
2021) published in late November 2021 compromise text Articles 1 — 7 of
the AT Act.% The text strengthens certain provisions but would also exempt
general purpose Al systems.

A compromise text dated January 13" was proposed by the French
Presidency (January to June 2022), addressing Articles 8-15 and Annex
IV.%7 The French Presidency aims at adopting a Council position before July
2022. The French proposal would extend the ban on social scoring to private
actors, make clear that obligations for high-risk systems apply to both public
and private authorities, add insurance to the list of high-risk systems, expand
the definition of prohibited system that distort human behaviour, and
expand the limitation on remote identification systems. At the same time,
the French proposal would exclude Al systems “exclusively developed or
used for military purposes” as long as it is used only for military purposes.
A related provision would exclude Al systems that are exclusively
developed or used for national security purposes

The Czech Republic took up the presidency of the Council for the
second half of 2022. However, since the Parliament is not expected to
finalize its position on the EU Al Act until late 2022, the final negotiations
between the Parliament and the Council are expected to take place not

5 COE, Presidency conclusions: The Charter of Fundamental Rights in the context of
Artificial Intelligence and Digital Change, 11481/20 (Oct. 21, 2020),
https://www.consilium.europa.eu/media/46496/st11481-en20.pdf

8 Council of the European Union, Presidency Compromise Text (Nov. 29, 2021),
https://data.consilium.europa.eu/doc/document/ST-14278-2021-INIT/en/pdf

57 Council of the European Union, Presidency compromise text - Articles 8-15 and Annex
1V (Jan. 13, 2022), https://www.caidp.org/app/download/8367910663/CAIDP-Congress-
TTC-Statement-01172022.pdf
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before the Swedish presidency (January — June 2023). The Council has
adopted its common position (‘general approach’) on the Al Act on
December 6, 2022.

The Court of Justice of the European Union

Although the Court of Justice has yet to rule directly on Al policies,
the Court will play a significant role as Al policies evolve and Al law is
adopted.®® Judgments of the Court concerning data transfers will also impact
the development of Al systems. In the 2020 Schrems II judgment, the Court
struck down the Privacy Shield framework that permitted the transfer of
personal data from the European Union to the United States.*®® The Schrems
IT judgment will likely limit the collection and use of personal data for Al
systems.

A case currently before the Court of Justice concerns the application
of Article 22 of the GDPR to credit scoring in Germany. The case was
referred by a German court and poses the question whether Article 22(1)
prohibits the “the automated establishment of a probability value
concerning the ability of a data subject to service a loan in the future.””
AlgorithmWatch has established OpenSchufa, with the goal of making
credit report scoring transparent.’* According to AlgorithmWatch,
“Germany's leading credit bureau, SCHUFA, has immense power over
people's lives. A low SCHUFA score means landlords will refuse to rent
you an apartment, banks will reject your credit card application and network
providers will say 'no' to a new Internet contract.””

The European Data Protection Board

The European_Data Protection Board (EDPB) is an independent
European body, which contributes to the consistent application of data
protection rules throughout the European Union and promotes cooperation
between the EU’s data protection authorities.”

%8 CAIDP Update 1.1, EU Privacy Decision Will Have Global Consequences, (July 19,
2020), https://dukakis.org/news-and-events/center-for-ai-and-digital-policy-update-eu-
privacy-decision-will-have-global-consequences/

8 CJEU, The Court of Justice invalidates Decision 2016/1250 on the adequacy of the
protection provided by the EU-US Data Protection Shield (July 16, 2020),
https://curia.europa.eu/jcms/upload/docs/application/pdf/2020-07/cp200091en.pdf

70 Court of Justice of the European Union, SCHUFA Holding, Case C-634-21, Request
for a Preliminary Ruling (Oct. 15, 2021).

Y OpenSchufa, cracking the Schufa Code, https://www startnext.com/en/openschufa

72 AlgorithmWatch, OpenSCHUFA — shedding light on Germany’s opaque credit scoring
(May 22, 2018), https://algorithmwatch.org/en/openschufa-shedding-light-on-germanys-
opaque-credit-scoring-2/

3 EDPB, Who we are, https://edpb.europa.eu/about-edpb/about-edpb_en
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In a January 2020 letter to Sophie in’t Veld, EDPB Chair Andrea
Jelinek addressed “the appropriateness of the GDPR as a legal framework
to protect citizens from unfair algorithms” and also whether the EDPB
would issue guidance on the topic.” Jelinek responded that the GDPR is a
“robust legal framework” to protect citizens’ right to data protection, and
highlighted several articles in the GDPR that would apply to Al systems,
including Article 22, regarding the legal effects of automated processing,
and Article 35, about the obligation to undertake Data Protection Impact
Assessments prior to processing.

Jelinek also warned of specific challenges arising from Al. The
“data maximization presumption of Al “creates an incentive for large and
possibly unlawful data collection and further processing of data.” She also
warned that the opacity of algorithms (the “black box”) can lead to lack of
transparency towards the data subject and also “a loss of human autonomy
for those working with algorithms.” But Jelinek concluded that it would be
“premature at this time” to issue guidance on what constitutes a “fair
algorithm.”

In a June 2020 letter to several members of the European Parliament
about facial recognition and the company ClearView Al, EDPB Chair
Jelinek stated “Facial recognition technology may undermine the right to
respect for private life and the protection of personal data . . .It may also
affect individuals’ reasonable expectation of anonymity in public spaces.
Such technology also raises wider issues from an ethical and societal point
of view.””

In May 2022, pursuant with the EU Data Protection Law
Enforcement Directive which provides for the EDPB to issue guidelines,
recommendations and best practices in order to ensure that the Member
States apply the LED consistently’”® and in view of recurring issues
concerning the use of facial recognition by law enforcement authorities in
various Member States, the EDPB issued guidelines on the use of facial

"4 EDPB, Letter to MEP Sophie in’t Veld (OUT2020-0004),
https://edpb.europa.cu/sites/edpb/files/files/filel/edpb_letter out2020 0004 _intveldalgori
thms_en.pdf

5 EDPB Letter Members of the European Parliament (OUT2020-0052) (June 10, 2020),
https://edpb.europa.cu/sites/edpb/files/files/filel/edpb_letter out 2020-

0052 facialrecognition.pdf

6 Communication from the Commission to the European Parliament and the Council,
First report on application and functioning of the Data Protection Law Enforcement
Directive (EU) 2016/680 (‘LED’), COM/2022/364 final, https://eur-lex.europa.cu/legal-
content/EN/TXT/?uri=CELEX%3A52022DC0364&qid=1658824345764+#footnote136
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recognition technologies in the area of law enforcement.” “EDPB Chair
Andrea Jelinek said: “While modern technologies offer benefits to law
enforcement, such as the swift identification of suspects of serious crimes,
they have to satisfy the requirements of necessity and proportionality. Facial
recognition technology is intrinsically linked to processing personal data,
including biometric data, and poses serious risks to individual rights and
freedoms.” The EDPB stressed that facial recognition tools should only be
used in strict compliance with the Law Enforcement Directive (LED).
Moreover, such tools should only be used if necessary and proportionate, as
laid down in the Charter of Fundamental Rights.””®

The European Data Protection Supervisor

The European Data Protection Supervisor is the European Union’s
independent data protection authority.” The EDPS responsibilities include
the mission to “monitor and ensure the protection of personal data and
privacy when EU institutions and bodies process the personal information
of individuals.” In comments on the Commission’s White Paper on
Artificial Intelligence, the EDPS stated, “benefits, costs and risks should be
considered by anyone adopting a technology, especially by public
administrations who process great amounts of personal data.”® The EDPS
also expressed support for a moratorium on facial recognition in public
space, “so that an informed and democratic debate can take place and until
the moment when the EU and Member States have all the appropriate
safeguards.”

In June 2021, the EDPB Chair Andrea Jelinek and the EDPS
Wojciech Wiewidrowski issued a joint opinion on the European
Commission’s Proposal for a Regulation laying down harmonized rules on
artificial intelligence (AI).®' They stressed the need to make clear that

77 European Data Protection Board, Guidelines 05/2022 on the use of facial recognition
technology in the area of law enforcement (May12, 2022),
https://edpb.europa.eu/system/files/2022-05/edpb-

guidelines 202205 frtlawenforcement en 1.pdf

8 European Data Protection Board, EDPB adopts Guidelines on calculation of fines &
Guidelines on the use of facial recognition technology in the area of law enforcement,
Press release (May 16, 2022), https://edpb.europa.cu/news/news/2022/edpb-adopts-
guidelines-calculation-fines-guidelines-use-facial-recognition en

79 EDPS, About, https://edps.europa.eu/about-edps_en

80 EDPS, Opinion 4/2020, EDPS Opinion on the European Commission’s White Paper on
Artificial Intelligence — A European approach to excellence and trust (June 29, 2020),
https://edps.europa.cu/sites/edp/files/publication/20-06-
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existing EU data protection legislation, including the GDPR, applies to the
processing of personal data falling under the scope of the draft Al
Regulation. They also proposed that compliance with legal obligations
arising from EU legislation - including on personal data protection - should
be a precondition for entering the European market as CE marked product.

They also recommended several “red lines” for Al deployment,
including general ban on any use of Al for automated recognition of human
features in publicly accessible spaces, such as recognition of faces, gait,
fingerprints, DNA, voice, keystrokes and other biometric or behavioral
signals. They proposed a ban on Al systems using biometrics to categorize
individuals into clusters based on ethnicity, gender, political or sexual
orientation, or other grounds on which discrimination is prohibited under
Article 21 of the Charter of Fundamental Rights. Furthermore, the EDPB
and the EDPS said that the use of Al to infer emotions of a natural person
should be prohibited, except for very specified cases. Andrea Jelinek, EDPB
Chair, & Wojciech Wiewidrowski, EDPS, said:

Deploying remote biometric identification in publicly
accessible spaces means the end of anonymity in those
places. Applications such as live facial recognition interfere
with fundamental rights and freedoms to such an extent that
they may call into question the essence of these rights and
freedoms. This calls for an immediate application of the
precautionary approach. A general ban on the use of facial
recognition in publicly accessible areas is the necessary
starting point if we want to preserve our freedoms and create
a human-centric legal framework for AI. The proposed
regulation should also prohibit any type of use of Al for
social scoring, as it is against the EU fundamental values and
can lead to discrimination.

Fundamental Rights Agency

The EU Agency for Fundamental Rights is also examining the
impact of Al. In 2018, the FRA launched a project on Artificial Intelligence,
Big Data and Fundamental Rights to assesses the use of Al for public

discrimination (June 21, 2021), https://edpb.europa.cu/news/news/2021/edpb-edps-call-
ban-use-ai-automated-recognition-human-features-publicly-accessible en
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administration and business in the EU.®2 A 2018 report explores
discrimination in AI*® and a 2019 FRA report examines facial recognition.®
In mid-December 2020, the German presidency of the EU, in
collaboration with the EU Fundamental Rights Agency and German
Ministry of Justice and Consumer Protection, organized a conference on Al
and the European Way.® The conference highlighted recent papers on Al
policy from the FRA. The organizers reposted the 2018 FRA report on
discrimination in Al and the 2019 FRA report on facial recognition. One
paper also summarized FRA Al policy initiatives between 2016 and 2020.%
The German Government also provided its comments on the Commission
White Paper on AI*¥” and the detailed 2019 Opinion of the Data Ethics
Commission concerning algorithm-based decision-making, Al, and data.®®
In December 2020, the FRA also issued a report on “Getting the future
right-Artificial intelligence and fundamental rights in the EU.”®

High-Level Expert Group on Al

Following the launch of the Artificial Intelligence Strategy in 2018,
the European Commission appointed a group of 52 experts to advice for its
implementation.®® The group members were selected following an open

82 FRA, Artificial Intelligence, Big Data and Fundamental Rights (May 30, 2018),
https://fra.europa.cu/en/project/2018/artificial-intelligence-big-data-and-fundamental-
rights

8 FRA, Big Data: Discrimination in data-supported decision-making (May 29, 2018),
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making

8 FRA, Facial recognition technology: fundamental rights considerations in the context
of law enforcement (Nov. 27, 2019), https://fra.europa.eu/en/publication/2019/facial-
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Republic of Germanyon the White Paper on Artificial Intelligence - A European Concept
for Excellence and Trust, COM (2020) 65 final, https://eu2020-bmjv-european-way-on-
ai.de/storage/documents/Federal Government's_Comments_on_the Al White Paper.pdf
88 daten ethik commission, Opinion of the Data Ethics Commission (2019),
https://eu2020-bmjv-european-way-on-

ai.de/storage/documents/Data_Ethics_ Commission_Full Report_in_English.pdf

8 FRA, Getting the future right- Artificial intelligence and fundamental rights (Dec. 14,
2020) https://fra.europa.cu/en/themes/artificial-intelligence-and-big-data

%0 European Commission, High-Level Expert Group on Artificial Intelligence,
https://ec.europa.eu/digital-single-market/en/high-level-expert-group-artificial-

intelligence
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selection process and comprised representatives from academia, civil
society and industry. The High-Level Expert Group on Artificial
Intelligence (Al HLEG) has produced four reports: Ethics Guidelines for
Trustworthy Al Policy and Investment Recommendations for Trustworthy
Al, The final Assessment List for Trustworthy Al, and Sectoral
Considerations on the Policy and Investment Recommendations.

According to the ethical guidelines Al should be 1 lawful — respect
laws and regulations (including the EU Charter on Fundamental Rights, UN
Human Rights Treaties and the Council of Europe Convention on Human
Rights); 2. ethical - respect ethical principles and values and 3. robust —
from a technical perspective and with consideration of its social
environment.®! Since publication in 2019, the ethics guidelines have helped
frame EU policy processes with among others key requirements derived
form the guidelines in the European Commission’s 2021 “Al Act”
proposal.®

International outreach for human-centric artificial intelligence initiative

In September 2021, The European Commission’s Service for
Foreign Policy Instruments (FPI) and the Directorate General for
Communications Networks, Content and Technology (DG CONNECT), in
collaboration with the European External Action Services (EEAS),
launched the International outreach for human-centric artificial intelligence
initiative (InTouchAl.eu) - a large foreign policy instrument project to
engage with international partners on regulatory and ethical matters and
promote the responsible development of trustworthy Al at global level with
the main vision to ensure that Al “works for people and protects
fundamental rights.”*

G-7

The Group of Seven (G7) is an inter-governmental political forum
consisting of Canada, France, Germany, Italy, Japan, the United Kingdom,
and the United States. The members constitute the wealthiest liberal

91 European Union, Ethics guidelines for trustworthy AI (Nov. 8, 2019),
https://op.europa.eu/en/publication-detail/-/publication/d3988569-0434-11ea-8c1{-
Olaa75ed71al

92 European Commission, Proposal for a Regulation of the European Parliament and the
Council, Laying Down Harmonized Rules for Artificial Intelligence (Artificial
Intelligence Act, (Apr. 21, 2021), https://op.europa.cu/en/publication-detail/-
/publication/d3988569-0434-11ca-8c1f-01aa75ed71al

9 European Commission, International outreach for human-centric artificial intelligence
initiative, https://digital-strategy.ec.europa.cu/en/policies/international-outreach-ai
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democracies. The group is officially organized around shared values of
pluralism and representative government. The G7 is also the incubator for
significant work on Al policy.

In advance of the 2016 G7 summit in Japan, then Prime Minister
Shinzo Abe urged his government to develop policies for Al that could
provide the basis for a global standard.>* At the subsequent meeting of G7
ICT ministers, Japan’s Communications Minister proposed international
rules that would make “Al networks controllable by human beings and
respect for human dignity and privacy.” She introduced eight basic
principles Japans proposed for Al. These principles are very similar to those
later adopted by the OECD and then the G20.

Prior to the 2018 G7 summit, France and Canada announced a joint
undertaking on Artificial Intelligence that led to the creation of the Global
Partnership on AL°** According to the Mission Statement of the two
countries, the goal “will be to support and guide the responsible adoption of
Al that is human-centric and grounded in human rights, inclusion, diversity,
innovation and economic growth.”’

In advance of the 2019 G7 summit, hosted by France, leaders of
scientific societies set out a declaration on Artificial Intelligence and
Society in which they stated, “Artificial intelligence (AI) is one of the
technologies that is transforming our society and many aspects of our daily
lives. Al has already provided many positive benefits and may be a source
of considerable economic prosperity. It also gives rise to questions about
employment, confidentiality of data, privacy, infringement of ethical values
and trust in results.”®

At the 2021 G7 summit hosted by the UK, the G7 Leaders
committed to work together for a “values-driven digital ecosystem for the

9 CAIDP Update, Prime Minister Abe’s Al and Data Governance Legacy (Aug. 30,
2020), https://www.japantimes.co.jp/news/2016/04/29/national/japan-pushes-basic-ai-
rules-g-7-tech-meeting/

% Japan Times, Japan pushes for basic Al rules at G-7 tech meeting (Apr. 29, 2016),
https://www.japantimes.co.jp/news/2016/04/29/national/japan-pushes-basic-ai-rules-g-7-
tech-meeting/

% France Diplomacy, French-Canadian Declaration on Artificial Intelligence (June 7,
2018), https://www.diplomatie.gouv.fr/en/country-files/canada/events/article/french-
canadian-declaration-on-artificial-intelligence-07-06-18

97 Canada, Prime Minister of Canada, Mandate for the International Panel on Artificial
Intelligence (Dec. 6, 2018),
https://pm.gc.ca/en/news/backgrounders/2018/12/06/mandate-international-panel-
artificial-intelligence

% Summit of the G7 Science Academies, Artificial intelligence and society (Mar. 26,
2019), https://royalsociety.org/-/media/about-us/international/g-science-statements/2019-
g7-declaration-artificial-intelligence-and-society.pdf
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common good that enhances prosperity in a way that is sustainable,
inclusive, transparent and human-centric.”® They called for a “human
centric approach to artificial intelligence,” building on the work of the
Global Partnership for Artificial Intelligence (GPAI) advanced by the
Canadian and French G7 Presidencies in 2018 and 2019.

The G7 Leaders committed to work together for a “values-driven
digital ecosystem for the common good that enhances prosperity in a way
that is sustainable, inclusive, transparent and human-centric.” They called
for a “human centric approach to artificial intelligence,” building on the
work of the Global Partnership for Artificial Intelligence (GPAI) advanced
by the Canadian and French G7 Presidencies in 2018 and 2019, and looking
forward to the GPAI Summit in Paris in November 2021.

At the 2021 G7 privacy officials also issued a statement on Data
Free Flows with Trust.'® Regarding artificial intelligence, the officials said,
“human dignity, must be central to Al design; Al must be transparent,
comprehensible, and explainable; and the data protection principles of
purpose limitation and data minimization must apply to AL They further
said that “’red lines’ are needed for Al systems that are not compatible with
our values and fundamental rights.”

G-20

The G20 is an international forum, made up of 19 countries and the
European Union, representing the world’s major developed and emerging
economies.’®* Together, the G20 members represent 85 % of global GDP,
75% of international trade and two-thirds of the world’s population.
According to the OECD, because of its size and strategic importance, the
G20 has a crucial role in setting the path for the future of global economic
growth.

In the last few years, and in collaboration with the OECD, the G20
has taken a leading role in the promulgation of the global framework for Al
policy. At the Osaka summit in 2019, former Prime Minister Abe and
OECD Secretary General Gurria gathered support for the OECD Al
Principles from the G20 countries. The preparatory work for the 2020

9 The White House, Carbis Bay G7 Summit Communique (June 13, 2021),
https://www.whitehouse.gov/briefing-room/statements-releases/2021/06/13/carbis-bay-
g7-summit-communique/

100 7 United Kingdom 2021, Data Free Flows with Trust (Sept. 8, 2021),
https://www.caidp.org/app/download/8342900463/g7-attachment-202109.pdf

191 OECD, What is the G20? https://www.oecd.org/g20/about/
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summit in Riyadh provided the first opportunity to assess progress toward
implementation of the OECD Al Principles.'®

In November 2020, the G20 Leaders Declaration addressed both
Artificial Intelligence and the digital economy. On Al, the G20 nations said,
“We will continue to promote multi-stakeholder discussions to advance
innovation and a human-centered approach to Artificial Intelligence (Al),
taking note of the Examples of National Policies to Advance the G20 Al
Principles. We welcome both the G20 Smart Mobility Practices, as a
contribution to the well-being and resilience of smart cities and
communities, and the G20 Roadmap toward a Common Framework for
Measuring the Digital Economy.”%?

On the Digital Economy, the G20 said in 2020, “We acknowledge
that universal, secure, and affordable connectivity, is a fundamental enabler
for the digital economy as well as a catalyst for inclusive growth, innovation
and sustainable development. We acknowledge the importance of data free
flow with trust and cross-border data flows.” The G20 Declaration further
said, “We support fostering an open, fair, and non-discriminatory
environment, and protecting and empowering consumers, while addressing
the challenges related to privacy, data protection, intellectual property
rights, and security.”

The G20 advanced Al policy in the 2021 Leaders’ Declaration,
issued at the conclusion of the Summit in Rome.'* Recognizing the
“benefits stemming from the responsible use and development of
trustworthy human-centered Artificial Intelligence (Al),” the G20 Leaders
said in Rome they would encourage competition and innovation, “as well
as diversity and inclusion,” and the importance of international cooperation
to promote research, development, and application of Al

In advance of the 2021 Summit, the G20 Digital Economy Ministers
reaffirmed “their willingness to implement trustworthy Artificial
Intelligence (AI) and to commit to a human-centered approach, as . . .
guided by the G20 Al Principles, drawn from the OECD Recommendations
on AL The Ministers also noted that the “measurement of Al, notably its

102 OECD G20 Digital Economy Task Force, Examples of Al National Policies (2020),
https://www.mcit.gov.sa/sites/default/files/examples-of-ai-national-policies.pdf

103 G20 Riyadh Summit, Leaders Declaration (Nov. 21-22, 2020),
https://g20.org/en/media/Documents/G20%20Riyadh%20Summit%20Leaders%20Declar
ation EN.pdf

104 G20 Information Centre, G20 Rome Leaders' Declaration (Oct. 31, 2021),
http://www.g20.utoronto.ca/2021/211031-declaration.html

105 G20 Information Centre, Declaration of G20 Digital Ministers: Leveraging
Digitalisation for a Resilient, Strong, Sustainable and Inclusive Recovery (Aug. 5, 2021),
http://www.g20.utoronto.ca/2021/210805-digital. html
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diffusion and impact across the economy and the international
comparability of indicators on Al, needs to be improved.”

“Privacy and data protection” figured prominently in the 2021 G20
Leaders Statement with multiple references in policies concerning health
and COVID, transportation and travel, the digital economy and higher
education, data free flows with trust, and digital identity tools. The G20
Leaders also prioritized Gender Equality and Women’s Empowerment, a
focus area for Al policy. And the G20 Leaders said they would work in
2022 “towards enhancing confidence in the digital environment by
improving internet safety and countering online abuse, hate speech, online
violence and terrorism while protecting human rights and fundamental
freedoms.”

Global Privacy Assembly

The Global Privacy Assembly is the global network of privacy
officials and experts. The Global Privacy Assembly meets annually to
discuss emerging privacy issues and to adopt resolutions. In recent years,
the focus of the GPA has moved toward AI.1%

The GPA adopted a foundational Declaration in 2018 on Ethics and
Data Protection in Artificial Intelligence.*” The 2018 GPA 2018 Resolution
on Ethics in Al emphasized fairness, vigilance, transparency and
intelligibility, and measures to reduce unlawful bias and discrimination.

In 2020, the Assembly adopted a significant Resolution on
Accountability and Al that urged organizations deploying Al systems to
implement accountability measures, including a human rights impact
assessment.’® The Privacy Assembly also urged governments to make
changes to data protection law “to make clear the legal obligations regarding
accountability in the development and use of AL” The 2020 GPA Al
Accountability Resolution builds on a recent a recent GPA survey that
identified accountability measures that are “very important or important for

106 CAIPD Update 1.15, Privacy Commissioners Adopt Resolutions on Al, Facial
Recognition (Oct. 19, 2020), https://dukakis.org/center-for-ai-and-digital-policy/caidp-
update-privacy-commissioners-adopt-resolutions-on-ai-facial-recognition/

197 International Conference of Data Protection and Privacy Commissioner, Declaration
on Ethics and Data Protection in Artificial Intelligence (Oct. 23, 2018),
http://globalprivacyassembly.org/wp-content/uploads/2018/10/20180922 ICDPPC-
40th_AI-Declaration ADOPTED.pdf. See also complete text in Reference section.

108 Global Privacy Assembly, Adopted Resolution on Accountability in the Development
and Use of Artificial Intelligence (Oct. 2020), https://globalprivacyassembly.org/wp-
content/uploads/2020/10/FINAL-GPA-Resolution-on-Accountability-in-the-
Development-and-Use-of-AI-EN.pdf. See also complete text in Reference section
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either Al developers or Al users.” The GPA Resolution reiterated several
key principles for data protection, such as fairness and transparency, but
stopped short of endorsing a formal ban which had been urged by many
human rights advocates at the 2019 conference in Tirana. More than 100
organizations and 1,200 experts recommended that “countries suspend the
further deployment of facial recognition technology for mass surveillance”
and “establish the legal rules, technical standards, and ethical guidelines
necessary to safeguard fundamental rights and comply with legal
obligations before further deployment of this technology occurs.” The
Assembly said it would consider the “circumstances when facial
recognition technology poses the greatest risk to data protection and privacy
rights,” and develop a set of principles that could be adopted at the next
conference.

In October 2022, at its 44" Closed Session in Ankara, Turkey, the
Assembly adopted a Resolution on Principles and Expectations for the
Appropriate  Use of Personal Information in Facial Recognition
Technology. These main tenets are: Lawful basis; Reasonableness,
necessity, and proportionality; Protection of human rights; Transparency;
Accountability; Data protection principles.”®

The OECD

The OECD is an international organization that “works to build
better policies for better lives.”'® The goal of the OECD is to “shape
policies that foster prosperity, equality, opportunity and well-being for all.”

The OECD has led the global effort to develop and establish the
most widely recognized framework for Al policy. This is a result of a
concerted effort by the OECD and the member states to develop a
coordinated international strategy. The OECD Al Principles also build on
earlier OECD initiatives such as the OECD Privacy Guidelines, a widely
recognized framework for transborder data flows and the first global
framework for data protection.'** OECD policy frameworks are not treaties,
do not have legal force, and are not directly applicable to OECD member

109 European Data Protection Board, Guidelines 05/2022 on the use of facial recognition
technology in the area of law enforcement (May12, 2022),
https://edpb.curopa.cu/system/files/2022-05/edpb-

guidelines 202205 frtlawenforcement en 1.pdf

110 OECD, Who we are, https://www.oecd.org/about/

111 QECD, OECD Guidelines on the Protection of Privacy and Transborder Flows of
Personal Data (1981),
https://www.oecd.org/sti/ieconomy/oecdguidelinesontheprotectionofprivacyandtransbord
erflowsofpersonaldata.htm
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states. However, there are many instances of countries adopting national
laws based on OECD policies, and a clear convergence of legal norms,
particularly in the field of data protection.

Following the publication of the OECD Al Principles in 2019, the
OECD continues extensive work on the adoption and implementation of Al
policies.'t2

Global Partnership on Al

The Global Partnership on Artificial Intelligence (GPAI) emerged
from the OECD Recommendation on Artificial Intelligence.'** GPAI
activities are intended to foster the responsible development of Al grounded
in “human rights, inclusion, diversity, innovation, and economic growth.”*
The GPAI aims to “bridge the gap between theory and practice on Al by
supporting cutting-edge research and applied activities on Al-related
priorities.” The GPA developed within the G7 under the Canadian and
French presidencies. As of January 2022, GPAI’s members now include
Australia, Belgium, Brazil, Canada, Czech Republic, Denmark, France,
Germany, India, Ireland, Israel, Italy, Japan, Mexico, the Netherlands, New
Zealand, Poland, the Republic of Korea, Singapore, Slovenia, Spain,
Sweden, the United Kingdom, the United States, and the European Union.

The GPAI held the Montreal Summit in early 2020.%*> The five key
themes at the first GPAI meeting were the Responsible Use of Al, Data
Governance, The Future of Work, AI and the Pandemic Response,
Innovation, and Commercialization. The organizers of the Montreal
Summit included an AI Art Session to learn how Al will “advance art
artistry.”

In November 2022, the Ministers of the Global Partnership on
Artificial Intelligence Members, convened in Tokyo and adopted a
Declaration in which they “Reaffirm our commitment to the OECD Al
Principles, which are based on human-centred values, protecting dignity
and well-being and promoting trustworthy, responsible and sustainable use
of artificial intelligence; Affirm our commitment to protecting and
promoting human-centred values and democracy that underpin an inclusive,
development-oriented, sustainable and peaceful society; Oppose unlawful

112 CAIP Update 1.13, OECD Report Examines Implementation of AI Principles (Oct. 5,
2020), https://dukakis.org/center-for-ai-and-digital-policy/caidp-update-oecd-report-
examines-implementation-of-ai-principles/

113 GPAL The Global Partnership on Artificial Intelligence, https://gpai.ai

114 GPAI, About GPAI, https://gpai.ai/about/

115 GPAI, Montreal Summit 2020, https://www.c2montreal.com/en/Ip/global-partnership-
on-artificial-intelligence/
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and irresponsible use of artificial intelligence and other technologies, which
is not in line with our shared values.”'¢

OECD Al Observatory

The OECD AI Observatory, launched in February 2020, provides
extensive data and multi-disciplinary analysis on artificial intelligence
across a wide range of policy areas.'’’” According to the OECD, the Al
Policy Observatory is based on multidisciplinary, evidence-based analysis,
and Global multi-stakeholder partnerships.

National Implementation
The OECD has also published the first report that attempts to assess
the implementation of the OECD Al Principles among the G-20 nations.!*®
Examples of Al National Policies surveys “rationales and illustrative
actions” for the 10 principles that make up the OECD/G-20 Guidelines on
Al policy. The report was prepared by the G20 Digital Economy Task
Force. Key observations from the Task Force report:
e (20 countries are moving quickly to build trustworthy Al
ecosystems, though most initiatives are very recent
e Many national Al strategies address multiple G20 Al Principles
simultaneously, which the OECD contends reinforce the strong
complementarity of the Principles
e So far, few national policies emphasize Principles of
robustness, security and safety, and accountability,
e Many national policies emphasize R&D, fostering a digital
ecosystem, human capacity, and international cooperation
The Task Force also found that “there is potential for steering public
research towards socially oriented applications and issues, and for
leveraging R&D activities to make progress on issues such as
accountability, explainability, fairness and transparency.” The Task Force
emphasized that there “is currently a critical window for G20 members to
continue their leadership on AI policy issues and to promote
implementation of the G20 Al Principles. Development, diffusion and use
of Al technologies are still at a relatively early level of maturity across many

116 GPA 2022 Ministers’ Declaration (Nov. 2022), https://www.gpai.ai/events/tokyo-
2022/ministerial-declaration/

117 OECD, Al Policy Observatory, https://www.oecd.ai/

18 CAIP Update 1.13, OECD Report Examines Implementation of Al Principles (Oct. 5,
2020), https://dukakis.org/center-for-ai-and-digital-policy/caidp-update-oecd-report-
examines-implementation-of-ai-principles/

35



Artificial Intelligence and Democratic Values 2022
Center for Al and Digital Policy

countries and firms, and policy-making on Al is in an active experimental
phase.”*t?

A second report on implementation was published in 2021.22° The
report builds both on the expert input provided at meetings of the OECD.AI
Network of Experts working group on national Al policies that took place
online from February 2020 to April 2021 and on the EC-OECD database of
national Al strategies and policies. The expert group leveraged the OECD
Al Policy Observatory www.oecd.ai (OECD.AI), containing a database of
national Al policies from OECD countries and partner economies and the
EU. These resources help policy makers keep track of national initiatives to
implement the recommendations to governments contained in the OECD Al
Principles. National policy makers are the primary audience for this report.
The expert group met monthly between June 2020 and March 2021 to
discuss case studies from selected countries during 90-minute online
meetings. Over this period, 24 case studies were discussed during ten virtual
meetings. These discussions provided “deep dives” into national
experiences in implementing Al policies and were rich in lessons learned
and good practices identified for each phase of the Al policy cycle.

OECD Secretary General Angel Gurria remarks at the 2020 G-20
Digital Economy Ministers Meeting in Riyadh also provide insight into the
work of the OECD on AL!* Secretary Gurria, addressing the global
challenges of the COVID-19 crisis, urged countries to “use digital
technologies to build our economies back in a better way: more resilient,
inclusive and sustainable.” He also spoke about the need to bridge the digital
divide, to shift to smart mobility practices, and to continue work on
measurement of the digital economy.

As the 2020 G20 Al Dialogue showed,” Secretary Gurria said, “Al’s
full potential is still to come. To achieve this potential, we must advance a
human-centred and trustworthy Al, that respects the rule of law, human
rights, democratic values and diversity, and that includes appropriate
safeguards to ensure a fair and just society. This Al is consistent with the
G20 AI Principles you designed and endorsed last year, drawing from the
OECD’s Al Principles.”

119 OECD G20 Digital Economy Task Force, Examples of Al National Policies (2020),
https://www.mcit.gov.sa/sites/default/files/examples-of-ai-national-policies.pdf

120 OECD, State of Implementation of the OECD Al Principles: Insights from National Al
Polices (June 2021), https://oecd.ai/en/policies

121 CAIP Update 1.2, OECD’s Gurria Underscores Al Fairness at G-20 (July 26, 2020),
https://dukakis.org/center-for-ai-and-digital-policy/center-for-ai-policy-update-oecds-
gurria-underscores-ai-fairness-at-g-20-meeting/
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The OECD ONE PAI
The OECD has also established a Working Group on Policies for Al
(ONE PAI).*2 The Working Group is developing practical guidance for
policymakers on a wide array of topics: investing in Al R&D; data,
infrastructure, software & knowledge; regulation, testbeds and
documentation; skills and labor markets; and international co-operation.
The ONE PAI leverages lessons learned by other OECD bodies, as
well as analysis of national Al policies. The working group is focusing on
the practical implementation of the OECD Al Principles throughout the Al
policy cycle for:
e Policy design — focusing on national Al governance policies
and approaches;
e Policy implementation — focusing on lessons learned to date
through national implementation examples;
e Policy intelligence — identifying different evaluation methods
and monitoring exercises; and
e Approaches for international and multi-stakeholder co-
operation on Al policy.
The OECD ONE PAI held five virtual meetings between June and
September 2020 which provided “deep dives” into national experience in
implementing Al policies in practice.

United Nations

The United Nations launched work on Al in 2015 with the General
Assembly event Rising to the Challenges of International Security and the
Emergence of Artificial Intelligence.'?* In 2015, the UN Interregional Crime
and Justice Research Institute (UNICRI) launched a program on Al and
Robotics.

The Secretary General

In its 2020 Roadmap for Digital Cooperation, the UN Secretary
General stated that “Digital technologies provide new means to advocate,
defend and exercise human rights, but they can also be used to suppress,
limit and violate human rights," noting with emphasis lethal autonomous

122 OECD, OECD Network of Experts on Al (ONE Al), https://oecd.ai/network-of-
experts

123 UNICRI, Rising to the Challenges of International Security and the Emergence of
Artificial Intelligence (Oct. 7,2015),

http://www.unicri.it/news/article/cbrn_artificial intelligence
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weapons and facial recognition.’?* He also announced the creation of an
advisory body on global artificial intelligence cooperation to provide
guidance to the Secretary General and the international community on
artificial intelligence that is trustworthy, human-rights based, safe and
sustainable and promotes peace. The advisory body will comprise Member
States, relevant United Nations entities, interested companies, academic
institutions, and civil society groups.

The Roadmap echoes the UN Secretary General 2018 Strategy on
New Technologies whose goal was to "define how the United Nations
system will support the use of these technologies to accelerate the
achievement of the 2030 Sustainable Development Agenda and to facilitate
their alignment with the values enshrined in the UN Charter, the Universal
Declaration of Human Rights and the norms and standards of International
Laws" with the first principle: "Protect and Promote Global Values" and the
second principle: "Foster inclusion and transparency."'?

In a 2021 report Our Common Agenda, the UN
Secretary General also proposed the creation of a Digital Global
Compact which could "promote regulation of artificial intelligence to
ensure that this is aligned with shared global values." The
Compact would be agreed on during a Summit of the Future, prepared in
part by "a multi-stakeholder digital technology track."2

On January 26, 2022, Maria-Francesca Spatolisano was designated
as the Acting UN Envoy on Technology. She is in charge of coordinating
the implementation of the Secretary-General’s Roadmap on Digital
Cooperation and advancing work towards the Global Digital Compact
proposed in the Common Agenda, in close consultation with Member
States, the technology industry, private companies, civil society, and other
stakeholders.!?

124 UN Secretary General, Report - Roadmap for Digital Cooperation (June 2020,
https://www.un.org/en/content/digital-cooperation-

roadmap/assets/pdf/Roadmap _for Digital Cooperation EN.pdf); see also UN Secretary
General, The Highest Aspiration - A Call to Action for Human

Rights (2020) https://www.un.org/sg/sites/www.un.org.sg/files/atoms/files/The_Highest
Asperation A_Call To_Action_For Human_Right English.pdf)

125 UN Secretary General, Strategy on New Technologies (Sept.

2018, https://www.un.org/en/newtechnologies/images/pdf/SGs-Strategy-on-New-
Technologies.pdf)

126 UN Secretary General, Report: Our Common Agenda

(2021), https://www.un.org/en/content/common-agenda-
report/assets/pdf/Common_Agenda Report_English.pdf).
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In December 2021, Secretary-General Antonio Guterres encouraged
the Review Conference of the U.N.’s Convention on Certain Conventional
Weapons "to agree on an ambitious plan for the future to establish
restrictions on the use of certain types of autonomous weapons."'?®  This
follows his call for an international legal ban on LAWS which he qualified
in a 2019 message to Meeting of the Group of Governmental Experts on
Emerging Technologies in the Area of Lethal Autonomous Weapons
Systems as "politically unacceptable, morally repugnant."!?

UNESCO Recommendation on Al Ethics

In 2020 UNESCO embarked on a two-year project to develop a
global standard for Artificial Intelligence. UNESCO Director General
Audrey Azoulay stated, "Artificial intelligence can be a great opportunity
to accelerate the achievement of sustainable development goals. But any
technological revolution leads to new imbalances that we must
anticipate.”!3°

In 2020 UNESCO published a draft Recommendation on the Ethics
of Artificial Intelligence. UNESCO stated that the Recommendation “aims
for the formulation of ethical values, principles and policy
recommendations for the research, design, development, deployment and
usage of Al, to make AI systems work for the good of humanity,
individuals, societies, and the environment." The UNESCO draft
Recommendation sets out about a dozen principles, five Action Goals, and
eleven Policy Actions. Notable among the UNESCO recommendations is
the emphasis on Human Dignity, Inclusion, and Diversity. UNESCO also
expresses support for Human Oversight, Privacy, Fairness, Transparency
and Explainability, Safety and Security, among other goals.
Understandably, UNESCO is interested in the scientific, educational, and
cultural dimensions of Al, the agency’s program focus.

The UNESCO Recommendation was adopted on November 24,
2021, at the 41 General Conference at its 41st session. This is the first

128 United Nation, Secretary-General's message to the Sixth Review Conference of High
Contracting Parties to the Convention on Certain Conventional Weapons (Dec. 13,
2021) https://www.un.org/sg/en/node/261134

123 United Nations, Secretary-General's message to Meeting of the Group of
Governmental Experts on Emerging Technologies in the Area of Lethal Autonomous
Weapons Systems (March 25, 2019) https://www.un.org/sg/en/content/sg/statement/2019-
03-25/secretary-generals-message-meeting-of-the-group-of-governmental-experts-
emerging-technologies-the-area-of-lethal-autonomous-weapons-systems
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global agreement on the Ethics of Artificial Intelligence.!*! UNESCO
Director General Audrey Azoulay stated, "The world needs rules for
artificial intelligence to benefit humanity. The recommendation on the
ethics of Al is a major answer. It sets the first global normative framework
while giving member states the responsibility to apply it at their level.
UNESCO will support its 193 member states in its implementation and ask
them to report regularly on their progress and practices.”

The UNESCO Recommendation was the outcome of a multi-year
process and was drafted with the assistance of more than 24 experts.!3
According to UNESCO, the “historical text defines the common values and
principles which will guide the construction of the necessary legal
infrastructure to ensure the healthy development of AL”!3® UNESCO
explained, “The Recommendation aims to realize the advantages Al brings
to society and reduce the risks it entails. It ensures that digital
transformations promote human rights and contribute to the achievement of
the Sustainable Development Goals, addressing issues around transparency,
accountability and privacy, with action-oriented policy chapters on data
governance, education, culture, labour, healthcare and the economy.” The
key achievements of the UNESCO AI Recommendation include:

1. Protecting data. The UNESCO Recommendation calls for action
beyond what tech firms and governments are doing to guarantee
individuals more protection by ensuring transparency, agency and
control over their personal data.

2. Banning social scoring and mass surveillance. The UNESCO
Recommendation explicitly bans the use of Al systems for social
scoring and mass surveillance.

3. Monitoring and Evaluation. The UNESCO Recommendation
establishes new tools that will assist in implementation, including
Ethical Impact Assessments and a Readiness Assessment
Methodology.

4. Protecting the environment. The UNESCO Recommendation
emphasizes that Al actors should favor data, energy and resource-
efficient AI methods that will help ensure that Al becomes a more

131 UNESCO, Recommendation on the Ethics of Artificial Intelligence (2021),
https://unesdoc.unesco.org/ark:/48223/pf0000380455

182 UNESCO, Preparation of a draft text of the Recommendation: Ad Hoc Expert Group,
https://en.unesco.org/artificial-intelligence/ethics#aheg

133 UNESCO, UNESCO member states adopt the first ever global agreement on the
Ethics of Artificial Intelligence (Nov. 25, 2021), https://en.unesco.org/news/unesco-
member-states-adopt-first-ever-global-agreement-ethics-artificial-intelligence
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prominent tool in the fight against climate change and on tackling

environmental issues.

The Recommendation aims to provide a basis to make Al systems
work for the good of humanity, individuals, societies and the environment
and ecosystems, and to prevent harm. It also aims at stimulating the peaceful
use of Al systems. The Recommendation provides a universal framework
of values and principles of the ethics of Al It sets out four values: respect,
protection and promotion of human rights and fundamental freedoms and
human dignity; environment and ecosystem flourishing; ensuring diversity
and inclusiveness; living in peaceful, just and interconnected societies.

Further, the Recommendation outlines 10 principles -
proportionality and do no harm, safety and security, fairness and non-
discrimination, sustainability, right to privacy and data protection, human
oversight and determination, transparency and explainability, responsibility
and accountability, awareness and literacy — backed up by more concrete
policy actions on how they can be achieved. The Recommendation also
introduces red-lines to unacceptable Al practices. For example, it states that
“Al systems should not be used for social scoring or mass surveillance
purposes.”

The Recommendation focuses not only on values and principles, but
also on their practical realization, via concrete eleven policy actions. It
encourages Member States to introduce frameworks for ethical impact
assessments, oversight mechanisms etc. Member States should ensure that
harms caused through AI systems are investigated and redressed, by
enacting strong enforcement mechanisms and remedial actions, to make
certain that human rights and fundamental freedoms and the rule of law are
respected.

UN High Commissioner for Human Rights

In the Roadmap for Digital Cooperation, the Secretary General
stated, "To address the challenges and opportunities of protecting and
advancing human rights, human dignity and human agency in a digitally
interdependent age, the Office of the United Nations High Commissioner
for Human Rights will develop system-wide guidance on human rights due
diligence and impact assessments in the use of new technologies, including
through engagement with civil society, external experts and those most
vulnerable and affected."***

134 UN Secretary General, Report - Roadmap for Digital Cooperation (June
2020) https://www.un.org/en/content/digital-cooperation-
roadmap/assets/pdf/Roadmap _for Digital Cooperation EN.pdf)
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In September 2021, the UN High Commissioner for Human
Rights Michelle Bachelet called for a moratorium on the sale and use of Al
that pose a serious risk to human rights until adequate safeguards are put in
place.**> She also called for a ban on Al applications that do not comply with
international human rights law. “Artificial intelligence can be a force for
good, helping societies overcome some of the great challenges of our times.
But Al technologies can have negative, even catastrophic, effects if they are
used without sufficient regard to how they affect people’s human rights,”
Bachelet said.

The High Commissioner’s statement accompanied the release of
a new report on The Right to Privacy in the Digital Age.[2] The UN Report
details how Al systems rely on large data sets, with information about
individuals collected, shared, merged and analysed in multiple and
often opaque ways. The UN Report finds that data used to guide Al systems
can be faulty, discriminatory, out of date or irrelevant. Long-term storage
of data also poses particular risks, as data could in the future be exploited in
as yet unknown ways.!%

International Telecommunications Union

In 2017 and 2018, the International Telecommunications Union
(ITU) organized the Al for Good Global Summits, “the leading United
Nations platform for dialogue on AL.”**” Houlin Zhao, Secretary General of
the ITU stated, “As the UN specialized agency for information and
communication technologies, ITU is well placed to guide Al innovation
towards the achievement of the UN Sustainable Development Goals. We
are providing a neutral platform for international dialogue aimed at building
a common understanding of the capabilities of emerging Al technologies.”
The 2018 ITU report Artificial Intelligence for global good focused on the

135 UN Human Rights, Office of the High Commissioner, Artificial intelligence risks to
privacy demand urgent action — Bachelet (Sept. 15, 2021),
https://www.ohchr.org/EN/NewsEvents/Pages/DisplayNews.aspx?NewsID=27469&Lang
ID=E; see also UN Urges Moratorium on Al that Violates Human Rights, CAIDP Update
2.34 (Sept. 15, 2021), https://www.caidp.org/app/download/8343909663/CAIDP-Update-
2.34.pdf

136 Human Rights Council, The right to privacy in the digital age, Report of the United
Nations High Commissioner for Human Rights (Sept. 13, 2021),
https://www.ohchr.org/EN/HRBodies/HRC/RegularSessions/Session48/Documents/A_H
RC 48 31 AdvanceEditedVersion.docx

BB7ITU, Al for Good Global Summit 2018, https://www.itu.int/en/ITU-
T/A1/2018/Pages/default.aspx
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relationship between Al and progress towards the United Nations’
Sustainable Development Goals (SDGs).#

UN Special Rapporteur

An extensive 2018 report by a UN Special Rapporteur explored the
implications of artificial intelligence technologies for human rights in the
information environment, focusing in particular on rights to freedom of
opinion and expression, privacy and non-discrimination.’* The Report of
the Special Rapporteur on the promotion and protection of the right to
freedom of opinion and expression report defines key terms “essential to a
human rights discussion about artificial intelligence”; identifies the human
rights legal framework relevant to artificial intelligence; and presents
preliminary to ensure that human rights are considered as Al systems
evolve. The report emphasizes free expression concerns and notes several
frameworks, including the International Covenant on Civil and Political
Rights and the UN Guiding Principles on Business and Human Rights.

Among the Recommendations, the Special Rapporteur proposed
“Companies should make all artificial intelligence code fully auditable and
should pursue innovative means for enabling external and independent
auditing of artificial intelligence systems, separately from regulatory
requirements. The results of artificial intelligence audits should themselves
be made public.” The report emphasizes the need for transparency in the
administration of public services. “When an artificial intelligence
application is being used by a public sector agency, refusal on the part of
the vendor to be transparent about the operation of the system would be
incompatible with the public body’s own accountability obligations,” the
report advises.

UN and Lethal Autonomous Weapons

One of the first Al applications to focus the attention of global
policymakers was the use of Al for warfare.**® In 2016, the United Nations
established the Group of Governmental Experts (GGE) on Lethal
Autonomous Weapons Systems (LAWS) following a review of the High

38 ITU News Magazine, Artificial Intelligence for global good (Jan. 2018),
https://www.itu.int/en/itunews/Documents/2018/2018-01/2018 ITUNews01-en.pdf

139 UN Special Rapporteur, Report of the Special Rapporteur on the promotion and
protection of the right to freedom of opinion and expression, A/73/348 (Aug. 29, 2018),
https://freedex.org/wp-content/blogs.dir/2015/files/2018/10/Al-and-FOE-GA.pdf

140 The Computer Professionals for Social Responsibility (CPSR), a network of computer
scientists based in Palo Alto, California, undertook early work on this topic in the 1980s.
CPSR History, http://cpsr.org/about/history/. See also David Bellin and Gary Chapman,
Computers in Battle Will They Work? (1987).
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Contracting Parties to the Convention on Certain Conventional Weapons
(CCW).**t In November 2019, the CCW High Contracting Parties
endorsed 11 Guiding Principles for LAWS.** But concerns about future of
regulation of lethal autonomous weapons remain. At present, some
countries believe that current international law “mostly suffices” while
others believe new laws are needed.** Human Rights Watch provided an
important overview of country positions on the future of banning fully
autonomous weapons in August 2020.145 Concerns over killer reports also
arose at the 75" UN Assembly in October 2020.1¢ Pope Francis warned that
lethal autonomous weapons systems would “irreversibly alter the nature of
warfare, detaching it further from human agency.” He called on states to
“break with the present climate of distrust” that is leading to “an erosion of
multilateralism, which is all the more serious in light of the development of
new forms of military technology.”**” The Permanent Representative of the
Holy See to the UN called for a ban on autonomous weapons in 2014.14¢

141 United Nations, 2018 Group of Governmental Experts on Lethal Autonomous
Weapons Systems (LAWS),
https://www.unog.ch/80256EE600585943/(httpPages)/7C335E71DFCB29D1C12582430
03E8724

142 Meeting of the High Contracting Parties to the Convention on Prohibitions or
Restrictions on the Use of Certain Conventional Weapons Which May Be Deemed to Be
Excessively Injurious or to Have Indiscriminate Effects, Final Report (Dec. 13, 2019),
https://undocs.org/Home/Mobile?FinalSymbol=CCW%2FMSP%2F2019%2F9&Languag
e=E&DeviceType=Desktop

143 Group of Governmental Experts on Emerging Technologies in the Area of Lethal
Autonomous Weapons System, Report of the 2019 session of the Group of Governmental
Experts on Emerging Technologies in the Area of Lethal Autonomous Weapons Systems
(Sept. 25, 2019), https://documents-dds-
ny.un.org/doc/UNDOC/GEN/G19/285/69/PDF/G1928569.pdf?OpenElement

144 Dustin Lewis, An Enduring Impasse on Autonomous Weapons, Just Security (Sept. 28,
2020), https://www.justsecurity.org/72610/an-enduring-impasse-on-autonomous-
weapons/

145 Human Rights Watch, Stopping Killer Robots: Country Positions on Banning Fully
Autonomous Weapons and Retaining Human Control (Aug. 10, 2020),
https://www.hrw.org/report/2020/08/10/stopping-killer-robots/country-positions-banning-
fully-autonomous-weapons-and#

146 Stop Killer Robots, 75 UN Assembly (Oct. 30, 2020),
https://www.stopkillerrobots.org/2020/10/un-diplomacy/

147 Address of His Holiness Pope Francis to the Seventy-fifth Meeting of the General
Assembly of the United Nations, The Future We Want, the United Nations We Need:
Reaffirming our Joint Commitment through Multilateralism (Sept. 25, 2020),
https://reachingcriticalwill.org/images/documents/Disarmament-
fora/unga/2020/25Sept_HolySee.pdf

148 Statement by H.E. Archibishop Silvano M. Tomasi, Permanent Representative of the
Holy See to the United Nations and Other International Organizations in Geneva at the
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At the 2022 United Nations General Assembly, 70 countries
endorsed a joint statement on autonomous weapons systems. The joint
statement urged “the international community to further their understanding
and address these risks and challenges by adopting appropriate rules and
measures, such as principles, good practices, limitations and constraints.
We are committed to upholding and strengthening compliance with
International Law, in particular International Humanitarian Law, including
through maintaining human responsibility and accountability in the use of
force.”!¥

The Vatican

Pope Francis has emerged as a leading figure the world of Al policy.
In addition to his statements on autonomous weapons, in November 2020
the Pope warned that Al could exacerbate economic inequalities around the
world if a common good is not pursued. “Artificial intelligence is at the
heart of the epochal change we are experiencing. Robotics can make a better
world possible if it is joined to the common good. Indeed, if technological
progress increases inequalities, it is not true progress. Future advances
should be oriented towards respecting the dignity of the person and of
Creation.”s°

Earlier in 2020, the Pope endorsed the Rome Call for Al Ethics.**
The goal of the Rome Call is to “support an ethical approach to Artificial
Intelligence and promote a sense of responsibility among organizations,
governments and institutions.” The Pope said, "The Call’s intention is to
create a movement that will widen and involve other players: public
institutions, NGOs, industries and groups to set a course for developing and
using technologies derived from AL.” The Pope also said that the Rome Call

meeting of Experts on Lethal Autonomous weapons systems of the High Contracting
Parties to the Convention, On Prohibitions or Restrictions on the Use of Certain
Conventional Weapons which may be Deemed to be Excessively Injurious or to have
Indiscriminate Effect (May 13, 2014),
https://www.unog.ch/80256EDD006B8954/(httpAssets)/D51A968CB2A8D115C1257C
D8002552F5/$file/Holy+See+MX+LAWS.pdf

149 United Nations (UN) General Assembly, First Committee, Joint Statement on Lethal
Autonomous Weapons Systems First Committee, 77" United Nations General Assembly
Thematic Debate — Conventional Weapons (Oct. 21, 2022),
https://estatements.unmeetings.org/estatements/11.0010/20221021/A1jJ8bNfWGIL/KT w
9WYcSnnAm_en.pdf

150 Vatican News, Pope’s November prayer intention: that progress in robotics and Al
“be human” (Nov. 2020), https://www.vaticannews.va/en/pope/news/2020-11/pope-
francis-november-prayer-intention-robotics-ai-human.html

151 Rome Call Al Ethics, https://romecall.org
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for Ethics is the “first attempt to formulate a set of ethical criteria with
common reference points and values, offering a contribution to the
development of a common language to interpret what is human.”*%2

The key principles of the Rome Call are 1) Transparency: Al
systems must be explainable; 2) Inclusion: the needs of all human beings
must be taken into consideration so that everyone can benefit and all
individuals can be offered the best possible conditions to express
themselves and develop; 3) Responsibility: those who design and deploy
the use of Al must proceed with responsibility and transparency; 4)
Impartiality: do not create or act according to bias, thus safeguarding
fairness and human dignity; 5) Reliability: Al systems must be able to work
reliably; 6) Security and privacy: Al systems must work securely and
respect the privacy of users. These principles are described as “fundamental
elements of good innovation.”

In April 2021, the RenAlssance foundation was set up to guard and
promote the Rome Call for AI Ethics.!'>?

In January 2023, representatives of the Chief Rabbinate of Israel’s
Commission for Interreligious Relations, the Pontifical Academy for Life
and Abu Dhabi Forum for Peace, commended a joint declaration on “Al
Ethics: An Abrahamic Commitment to the Rome Call”.*** The joint
declaration is meant as a companion to the Rome Call.

Archbishop Vincenzo Paglia, President of the Pontifical Academy
for Life and the RenAlssance Foundation, welcomed the participants to the
event in which the joint declaration was issued with the following words:
“We have gathered with our Jewish and Muslim brothers in an event of
great importance to call upon the world to think and act in the name of
brotherhood and peace — even in the field of technology. The signing of the
Rome Call by Jewish and Muslim religious leaders and the joint call for
algorethics to guide the design of artificial intelligence refer precisely to the

152 Pontifical Academy for Life, Rome Call for Ethics (Feb. 28, 2020),
http://www.academyforlife.va/content/pav/en/events/intelligenza-artificiale.html
153RenAlssance Foundation, Second Anniversary of the Rome Call for Al Ethics (2022),
https://www.romecall.org/second-anniversary-of-the-rome-call-for-ai-ethics-signed-in-
rome-by-microsoft-ibm-fao-on-february-28-2020/

154 AI Ethics: An Abrahamic Commitment to the Rome Call (Jan. 10, 2023),

https:// www.romecall.org/wp-content/uploads/2023/01/Al-Joint-Declaration-5-Jan1-

1.pdf

46



Artificial Intelligence and Democratic Values 2022
Center for Al and Digital Policy

increasingly urgent need to build paths of peace, mutual respect, dialogue
and community.”**°

Technical Societies

Technical societies have also played a leading role in the articulation
of Al principles. The IEEE led several initiatives, often in cooperation with
government policymakers, to develop and promote Ethically Aligned
Design (EAD).!® The initial report A Vision for Prioritizing Human Well-
being with Autonomous and Intelligent Systems was published in 2015. The
IEEE published the second edition in 2017.'7 In 2019 the IEEE issued a
Positions Statement on Artificial Intelligence, concluding that “Al systems
hold great promise to benefit society, but also present serious social, legal
and ethical challenges, with corresponding new requirements to address
issues of systemic risk, diminishing trust, privacy challenges and issues of
data transparency, ownership and agency.”**®

In November 2022, the IEEE Board approved the IEEE Standard for
Operator Interfaces of Artificial Intelligence. The standard consists in the
definition of a set of operator interfaces frequently used in Al applications,
The standard highlights various types of operators, such as those related to
basic mathematics, neural network, and machine learning.*>

ACM, an international society of computer scientists and
professionals, has also contributed to the global Al policy landscape.**® In
2017 ACM released a Statement on Algorithmic Transparency and
Accountability, identifying key principles to minimize bias and risks in
algorithmic  decision-making  systems, including transparency,
accountability, explainability, auditability, and validation.*®* In 2020, in

155 RenAlssance Foundation, The Abrahamic commitment to the Rome Call for Al ethics
(Jan. 10, 2023), https://www.romecall.org/the-abrahamic-commitment-to-the-rome-call-
for-ai-ethics-10th-january-2023/

156 IEEE Ethics in Action in Autonomous and Intelligent Systems,
https://ethicsinaction.icee.org

157 IEEE Standards Association, IEEE Releases Ethically Aligned Design, Version 2 to
show "Ethics in Action” for the Development of Autonomous and Intelligent Systems
(4/1S) (Dec. 12, 2017), https://standards.ieee.org/news/2017/ead_v2.html

IS8 IEEE, Artificial Intelligence (June 24, 2019), https://globalpolicy.ieee.org/wp-
content/uploads/2019/06/IEEE18029.pdf

159 TEEE Standards Association, IEEE Standard for Artificial Intelligence (AI) Model
Representation, Compression, Distribution, and Management (Mar. 2022),
https://standards.ieee.org/ieee/2941/10363/

160 Association for Computing Machinery, www.acm.org/public-policy

161 ACM, US Public Policy Council, Statement on Algorithmic Transparency and
Accountability, (Jan. 12, 2017),
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response to growing concerns about the use of facial recognition
technologies in public spaces, ACM released another statement addressing
the unique issues of biometric data systems and the potential bias and
inaccuracies that have significant consequences for violation of human
rights. 162

Civil Society

Latin America

In Latin America, NGOs have been active in Al-related aspects,
particularly in connection with the use of facial recognition technology. In
Argentina, the Association for Civil Rights (4sociacion por los Derechos
Civiles), a very-well known Argentinian human rights organization has
criticized the increasing and unaccountable use of facial recognition
technology. These efforts have led to the creation of a national campaign
using the slogan “Con mi Cara No” (“No with my face”). The organization
aims to raise awareness about the dangers of facial recognition technology,
particularly when their data is included within opaque and unaccountable
systems.!®® Furthermore, during 2020, the Association made contributions
to Future City: Al Strategy (Ciudad Futuro: Plan Estratégico Inteligencia
Artificial) of the Autonomous City of Buenos Aires.!®* It also participates
in the Trustworthy Artificial Intelligence (TAI) program organized by
Mozfest, and the working group “Making use of the Civic Voice in Al
Impact Assessment” with more than thirty members of different civil
society organizations around the world.

The Igarape Institute, an independent Brazilian think tank, also
publishes Al-related research: in 2019, the Institute published a study on
Future Crime providing an overview of the opportunities and pitfalls of new
technologies to fight crime and stated recommendations to ensure
transparency and accountability.!®> The emphasis was on predictive

https://www.acm.org/binaries/content/assets/publicpolicy/2017 usacm_statement_algorit
hms.pdf.

162 ACM, US Technology Policy Committee, Statement on Principles and Prerequisites
for the Development, Evaluation and Use of Unbiased Facial Recognition Technologies
(June 30, 3030), https://www.acm.org/binaries/content/assets/public-policy/ustpc-facial-
recognition-tech-statement.pdf

163 Asociacion por los Derechos Civiles, https://conmicarano.adc.org.ar/

164 Asociacion por los Derechos Civiles, Yearbook 20021 https://adc.org.ar/wp-
content/uploads/2022/01/ADC-Yearbook-2021.pdf

165 Tgarape Institute, Future Crime - Assessing twenty first century crime prediction (Feb.
3,2019),
https://igarape.org.br/en/future-crime-assessing-twenty-first-century-crime-prediction/
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analytics and the Institute recommended that enforcement agencies are
informed about the challenges and caveats associate applying these new
crime prediction platforms. The principles of transparency and
accountability were also highlighted, as well as the need to ensure the
safety, dignity and rights of people in the crime forecasting process,
including when advanced software packages are deployed. Predictive tools
need not replace the intuition and experience of law enforcement officers,
but rather complement them in an agile and auditable manner.

Furthermore, in relation to the Sao Paulo Metro operator,
ViaQuatro, that installed and used an Al crowd analytics system that claims
to predict the emotion, age, and gender of metro passengers without
processing personal data, Access Now filed an expert opinion criticizing
this initiative.!6°

Fundocion Karisma, another civil society organization dedicated to
supporting the responsible use of tech highlights the pitfalls of these
systems. In their report titled Discreet Cameras, they point out that
surveillance technology and biometric identification systems in Colombia
only take into consideration the technical and impact considerations while
assessing systems. There is no analysis using necessity, proportionality or
the possible effect of the technology on human rights. Although the
government tries to ensure transparency by sharing the location of video
surveillance systems that use facial recognition technology, the right to
privacy and other fundamental rights of individuals are still ignored.'¢’

In addition, when Uruguay began developing a facial identification
database some civil society organizations warned that “this system was
approved using the National Budget Act as an ‘omnibus law,” thus
preventing proper discussion about the issue due to the tight deadlines for
approval of this type of law.!%8

More broadly, several civil society organizations under the banner
“Al Sur” in Latin America that seeks to strengthen human rights in the
digital environment responded to the public consultation on “Ethics and
Data Protection in Artificial Intelligence: continuing the debate” promoted

166 Brazilian Institute of Consumer Protection, Autos no.: 1090663-42.2018.8.26.0100,
https://www.accessnow.org/cms/assets/uploads/2020/06/Expert_Opinion_Brazil Facial
Categorization.pdf

167 Fundacion Karisma, Discreet Cameras, (Feb. 2, 2018),
https://web.karisma.org.co/camaras-indiscretas/

188 DATYSOC, Organizaciones de la sociedad civil y académicas expresan su
preocupacion por reconocimiento facial en el Proyecto de Ley de Presupuesto de
Uruguay (Nov. 17, 2020), https://datysoc.org/2020/11/17/organizaciones-de-la-sociedad-
civil-y-academicas-expresan-su-preocupacion-por-reconocimiento-facial-en-el-proyecto-
de-ley-de-presupuesto-de-uruguay/
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by the International Conference of Data Protection and Privacy
Commissioners (ICDPPC).'®?

Africa

In relation to Africa, research shows more limited engagement with
Al-related questions. In relation to Nigeria, Paradigm Initiative, which
operates regional offices in Cameroon, Kenya, Nigeria, Senegal, Zambia,
and Zimbabwe, has observed that Nigeria conducts surveillance activities
without judicial oversight and a comprehensive framework for data
protection and recommended the enactment of a comprehensive framework
for data protection and privacy and judicial oversight over surveillance.!”°
With regard to Al, Paradigm Initiative has published policy briefs and
factsheets, providing a series of recommendations, namely: assessment of
Nigeria’s strategic priorities, strengths and weaknesses, alignment with
supranational Al standards, concerns regarding the use of Al in certain
sectors, such as law enforcement, criminal justice, immigration and national
security; a human-centric approach to data governance; reinforcing the
responsibility of the Nigerian State to protect citizens human rights, and the
responsibility of businesses to respect these rights; prioritizing local Al and
ensuring a transparent procurement process for Al systems from abroad:
and calling for AT upskilling and reskilling.!”!

Paradigm Initiative has also published a policy brief on the Al policy
of Kenya highlighting the challenges faced in the adoption of Al systems,
which include the lack of relevant data for the development of the systems,
lack of regulatory framework governing the Al ecosystem in the country,
lack of relevant Al skills, connectivity divide in the country, and the lack of
investment in research on development of Al systems and protection of
human rights.!”? Paradigm Initiative also stressed the risks posed by the use
of Al systems on human rights, focusing not only on bias caused by the

189 Ethics and Data Protection in Artificial Intelligence: continuing the debate. A
contribution from Latin America & the Caribbean, https://web.karisma.org.co/ethics-and-
data-protection-in-artificial-intelligence-continuing-the-debate-a-contribution-from-latin-
america-the-caribbean/

170 https://paradigmhg.org/wp-content/uploads/2021/05/Digital-Rights-and-Privacy-in-
Nigeria_0.pdf

171 Paradigm Initiative, Towards A Rights-Respecting Artificial Intelligence Policy for
Nigeria,

(November 2021), https://paradigmhq.org/wp-content/uploads/2021/11/Towards-A-
Rights-Respecting-Artificial-Intelligence-Policy-for-Nigeria.pdf

172 paradigm Initiative, Artificial Intelligence in Kenya, (January 2022),
https://paradigmhq.org/wp-content/uploads/2022/02/Artificial-Inteligence-in-Kenya-

1.pdf
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systems, but also the weaponization of Al systems by the Government
which may undermine freedom of expression and association, surveillance
through the use of facial recognition technologies, and violation of rights
through contents moderation.

In 2019, Witness and the Centre for Human Rights at the University
of Pretoria, hosted an expert meeting on deepfakes and other forms of Al-
enabled synthetic media.'”® The Centre for Human Rights also launched the
#Tech4Rights initiative to, among several purposes, build stronger regional
partnerships for advocacy on the effective use of digital technologies for
human rights protection.'’*

The African Internet Rights Alliance (AIRA) is made up of nine
civil society organizations based in countries across Central, East, Southern
and West Africa.”® The work of AIRA is rooted in four values:
accountability, transparency, integrity, and good governance. Using these
values as a guide, AIRA undertakes collective interventions and executes
strategic campaigns that engage the government, private sector, media and
civil society to institute and safeguard digital rights. In February 2022, the
Alliance hosted a seminar on “Artificial Intelligence in Africa:
Opportunities, Challenges, and Ethical Imperatives.”

Furthermore, the Digital Transformation Center, a German-
Rwandan innovation hub, among other tasks, organises events about current
ICT topics and trends, organizes training and capacity-development, as well
as networking opportunities.!”®

Moreover, the Rwandan government has engaged Future Society,
an independent think tank, to support the development of Rwanda’s national
artificial intelligence strategy, along with Al ethical guidelines, and a
practical implementation strategy fit for the local context.!”” In 2021, the
Future Society also organised workshops for employees working specific
banks with branches in Africa regarding the concept of responsible Al,
existing corporate guidelines, the ethical challenges raised by the use of

173 Centre for Human Rights and Witness Host Afvica’s first ‘deepfakes’ workshop in
Pretoria (Nov. 28, 2019), https://www.chr.up.ac.za/news-archive/2019/1929-witness-
and-centre-for-human-rights-host-africa-s-first-deepfakes-workshop-in-pretoria

174 Centre for Human Rights, #Tech4Rights: Rethinking a human rights-based approach
to new technologies in Africa (Oct. 26, 2021), https://www.chr.up.ac.za/tech4rights

175 Africa Internet Rights Alliance, About Us, https://aira.africa/about-us/

176 For example see Luisa Olaya Hernandez, How Rwanda’s Al policy helps to shape the
evolving Al ecosystem, (Oct. 11, 2021), https://digicenter.rw/how-rwandas-ai-policy-
helps-to-shape-the-evolving-ai-ecosystem/

177 The Future Society, The Development of Rwanda’s National Artificial Intelligence
Policy, (Aug. 31, 2020) https://thefuturesociety.org/2020/08/31/development-of-rwandas-
national-artificial-intelligence-policy/
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algorithmic prediction for credit lending, and potential impact of facial
recognition technologies (FRT) in the banking sector.!”® The Future Society
has also published a briefing about the opportunities and challenges of Al
in Healthcare in Africa, based on research conducted in TFS’ Responsible
Al for Development (RAI4D) program.!”

Asia

In China, the Beijing Academy of Artificial Intelligence (BAAI) is
a non-profit research institute aimed at promoting collaboration among
academia and industries, as well as fostering top talents and a focus on long-
term research on the fundamentals of Al technology. In 2019, the BAAI
released the Beijing Al Principles for the research and development, use,
and governance of AL'%0

In India, the Artificial Intelligence Foundation Trust aims to spread
and promote the quality education in the area of Artificial Intelligence and
concerned engineering streams.'! The trust will also explore the
applications of artificial intelligence in the life, i.e. agriculture, healthcare
sector, business, social media, navigation and travel, banking and finance,
security and surveillances, e-commerce and many other unexplored
application areas.

In Indonesia, the Institute for Policy Research and Advocacy
(ELSAM) is a civil society organisation that works to enhance the
democratic political order by empowering civil society. With regard to
Indonesia’s national strategy on Al, ELSAM’s researcher Alia Yofira
Karunian said the national strategy should be centered around human needs
and uphold principles of fairness, accountability and transparency as pillars
in AT implementation.'®? The Big Data and AI Association (ABDI) is also
concerned with Al developments; in relation to the national strategy its
Chairman Rudi Rusdiah commented that the government should prioritize

178 The Future Society, Leveraging Responsible Al in the Banking Sector in Africa, (Oct.
21, 2021), https://thefuturesociety.org/2021/10/21/leveraging-responsible-ai-in-the-
banking-sector-in-africa/

179 The Future Society, Opportunities & Challenges of Al in Healthcare in Africa, (Jul.
21,2021),
https://thefuturesociety.org/2021/07/22/opportunities-challenges-of-ai-in-healthcare-in-
africa/

180 Beijing Principles, https://www.baai.ac.cn/news/beijing-ai-principles-en.html

181 Artificial Intelligence Foundation Trust https://www.aifoundation.in/index.php

182 The Jakarta Post, Indonesia sets sights on artificial intelligence in new national
strategy (Aug. 14, 2020), https://www.thejakartapost.com/news/2020/08/13/indonesia-
sets-sights-on-artificial-intelligence-in-new-national-strategy.html
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trade and industrial affairs in Al development to reap the economic
benefits. 8

Furthermore, the Association for Civil Rights in Israel, which is the
oldest and most influential civil and human rights organization advocating
across the broad spectrum of human rights and civil liberties, has been
active in this field. It was one of the groups that brought before the Israel’s
Supreme Court a case concerning the Israeli Security Agency tracing the
phone location of those who may be infected with Covid-19, eventually
banned by the Court.!84

In Russia, the Human Rights Watch and Amnesty International have
criticized the expansion of the use of facial recognition and highlighted
threats to privacy taking into account Russia’s track record of rights
violations.!8> Amnesty International has also been critical of Russia’s plans
to broaden the use of widespread facial-recognition systems, saying their
expected deployment during public gatherings will “inevitably have a
chilling effect” on protesters.!%

Europe

Civil Society organizations, particularly in Europe, are also shaping
national Al policies and practices. Group such as Access Now have
published detailed assessment of Al regulatory proposals'®” and a report on
“trustworthy AL.*# AlgorithmWatch has drawn attention to controversies
in the use of Al-based decision-making systems.**® BEUC, the European

183 ibid. See ABID, https://www.abdi.id/

184 BBC News, Coronavirus: Israeli court bans lawless contact tracing (Apr. 27, 2020),
https://www.bbc.com/news/technology-52439145

185 Human Rights Watch, Russia Expands Facial Recognition Despite Privacy Concerns
- Lack of Accountability, Oversight, Data Protection (Oct. 2, 2020),
https://www.hrw.org/news/2020/10/02/russia-expands-facial-recognition-despite-privacy-
concerns

186 Radio Free Europe, Watchdog Warns About 'Chilling Effect’ Of Russia’s Use Of
Facial-Recognition Technology (Jan. 31, 2020), https://www.rferl.org/a/watchdog-warns-
about-chilling-effect-of-russia-s-use-of-facial-recognition-technology/30410014.html

187 AccessNow, Mapping Regulatory Proposals for Artificial Intelligence in Europe
(Nov. 2018),
https://www.accessnow.org/cms/assets/uploads/2018/11/mapping_regulatory proposals
for Al in_EU.pdf

188 AccessNow, Europe’s Approach to Artificial Intelligence: How Al Strategy is
Evolving (Dec. 7, 2020), https://www.accessnow.org/eu-trustworthy-ai-strategy-report/
139 AlgorithmWatch, Automating Society Report 2020 (Oct. 2020),
https://automatingsociety.algorithmwatch.org
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consumer organization, has surveyed public attitudes toward AL and in
October 2020 proposed specific Al rights for consumers.®® Privacy
International has examined the impact of Al in several context, including
advertising, welfare, and migration.*

The European Commission’s White Paper on Al provided an
opportunity for these groups to express their views on regulatory options.
Several European NGOs said that the Commission has moved too slowly to
establish a legislative framework and has placed too much emphasis on
ethics rather than fundamental rights. Access Now and EDRI said that the
Commission’s “risk-based approach” fails to safeguard fundamental
rights.’®* As they explained, “the burden of proof to demonstrate that an Al
system does not violate human rights should be on the entity that develops
or deploys the system” and “such proof should be established through a
mandatory human rights impact assessment.”

BEUC wrote “a strong regulatory framework is necessary” to
“facilitate innovation and guarantee that consumers can fully reap the
benefits of the digital transformation of our societies but are protected
against the risks posed by AIL”*** The German consumer association vzbv
has also said that the EC recommendation is too narrow.'®> Risky
applications that can cause immense harm to consumers’ self-determination
would then most likely be out of the scope, such as insurance, e-commerce,
and smart personal assistants like Amazon Echo/Alexa. The European
Commission’s plan also appears to include only machine-learning
applications. This would exclude a range of expert systems, such as. the

190 BEUC, Survey: Consumers see potential of artificial intelligence but raise serious
concerns (Sept. 7, 2020), https://www.beuc.eu/publications/survey-consumers-see-
potential-artificial-intelligence-raise-serious-concerns/html

Y1 BEUC, Al Rights for Consumers (2019), https://www.beuc.eu/publications/beuc-x-
2019-063_ai_rights_for consumers.pdf

192 Privacy International, Artificial Intelligence (“Al has the potential to revolutionise
societies, however there is a real risk that the use of new tools by states or corporations
will have a negative impact on human rights.”)
https://privacyinternational.org/learn/artificial-intelligence

193 Access Now and EDRI, Attention EU regulators: we need more than Al “ethics” to
keep us safe (Oct. 21, 2020), https://edri.org/our-work/attention-eu-regulators-we-need-
more-than-ai-ethics-to-keep-us-safe/

194 BEUC, BEUC'’s Response to the European Commission’s White Paper on Artificial
Intelligence (June 2020), https://www.beuc.eu/publications/beuc-x-2020-

049 response_to_the_ecs_white paper on_artificial_intelligence.pdf

195 Vzbv, White Paper on Artificial Intelligence: Proposals of the Federation of German
Consumer Organisations (May 11, 2020),
https://www.vzbv.de/sites/default/files/downloads/2020/06/18/20 06 _11 vzbv_ec_white
paper ai_comment final.pdf
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German credit scoring system “Schufa.” According to vzbv, this is not
technology neutral as it should be.

In the fall of 2020, more than a dozen NGOs in Europe joined
together to ban biometric mass surveillance.’** The Reclaim Your Face
coalition demands “transparency, red lines, and respect for humans,” and
has specifically objected to the deployment of facial recognition in
Belgrade. According to the organizations, “ReclaimY ourFace is a European
movement that brings people’s voices into the discussion around biometric
data used to monitor the population. We question why these sensitive data
are being used and raise the alarm on the impact on our freedoms in public
spaces.”?%’

In 2021, the Reclaim YourFace campaign continued to gather
support. On January 7, 2021, the European Commission formally
recognized the campaign as a European Citizen Initiative.’*® As of February
2022, approximately 68,000 signatures in support had been received.**
Signatures will continue to be gathered until August 2022.

In response to the release of the Commission proposal, Access Now
urged stronger action, and called for redline for applications of Al that are
incompatible with fundamental rights.?® Later in the year, Fanny Hidvégi,
Europe Policy Manager at Access Now, stated “Access Now’s priority is
not to have an EU law on Al, but to have one that is an effective instrument
to protect people’s rights,” said Fanny Hidvégi, Europe Policy Manager at
Access Now, stated “We’ve laid out the steps needed to boost the proposed
regulation’s human rights standards, and are looking forward to working
with the Council and Parliament to guarantee they are achieved.”?*

United States
In the United States, the AI Now Institute at New York University
has organized important conferences®®? and issued expert reports®® on

196 Reclaim Your Face, https://reclaimyourface.eu

197 Reclaim Your Face, The Movement, https://reclaimyourface.eu/the-movement/

198 European Commission, European Citizen Initiative, Civil society initiative for a ban
on biometric mass surveillance practices, ECI(2021)000001, https://europa.eu/citizens-
initiative/initiatives/details/2021/000001 en

199 Reclaim Your Face, https:/reclaimyourface.eu (Accessed Feb. 11, 2022).

200 AccessNow, EU takes minimal steps to regulate harmful Al systems, must go further
to protect fundamental right (Apr. 21, 2021), https://www.accessnow.org/eu-minimal-
steps-to-regulate-harmful-ai-systems/

201 AccessNow, The EU needs an Artificial Intelligence Act that protects fundamental
rights (Nov. 30, 2021), https://www.accessnow.org/eu-artificial-intelligence-act-
fundamental-rights/

202 AT Now Institute, Bias, https://ainowinstitute.org/symposia.html

203 AT Now Institute, Reports, https://ainowinstitute.org/reports.html
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several Al topics. The Al Now Institute also recently provided a statement
to the New York City Council on discrimination in automated employment
decision tools.?* The Electronic Privacy Information Center (EPIC) has
pursued several innovative complaints concerning Al with the US Federal
Trade Commission,?® provided comments on Al to federal agencies,?*
expert statements to Congress,??” and pursued public release of materials
concerning the activities of the National Security Commission on AI.2%
EPIC has also pursued open government cases concerning the use of
proprietary forensic techniques in the criminal justice system.

Fight for the Future, an independent NGO, organized a national
campaign in the US to ban facial recognition.?® Amazon also came under
widespread criticism from many US NGOs in 2018 about the company’s
facial recognition system Rekognition.?° In June 2020, Amazon agreed to
“pause” the police use of its facial recognition software.?’* IBM and
Microsoft also agree to halt the development of facial recognition.
According to MIT Technology Review, the decision “mark[s] a major
milestone for researchers and civil rights advocates in a long and ongoing
fight over face recognition in law enforcement.”*2

204 Dr. Sarah Myers West, Al Now Institute, Ethical Implications of Using Artificial
Intelligence and Automated Decision Systems, New York City Council (Nov. 13, 2020),
https://ainowinstitute.org/ai-now-city-council-testimony-fair-shot-act.pdf

205 BEPIC, In re HireVue, https://epic.org/privacy/ftc/hirevue/

206 Fight for the Future, Ban Facial Recognition, https://www.banfacialrecognition.com
207 EPIC Urges Congress to Regulate AI Techniques, Promotes 'Algorithmic
Transparency' (Dec. 12, 2017), https://epic.org/2017/12/epic-urges-congress-to-
regulat.html

208 https://www.epic.org/foia/epic-v-ai-commission/

209 Fight for the Future, Ban Facial Recognition, https://www banfacialrecognition.com
210 Letter from Nationwide Coalition to Amazon CEQ Jeff Bezos Regarding Rekognition
(June 18, 2018), https://www.aclu.org/letter-nationwide-coalition-amazon-ceo-jeff-bezos-
regarding-rekognition

21 Karen Weise and Natasha Singer, Amazon Pauses Police Use of Its Facial
Recognition Software, New York Times (June 10, 2020),
https://www.nytimes.com/2020/06/10/technology/amazon-facial-recognition-
backlash.html

212 Karen Hao, The two-year fight to stop Amazon from selling face recognition to the
police, MIT Technology Review (June 12, 2020),
https://www.technologyreview.com/2020/06/12/1003482/amazon-stopped-selling-police-
face-recognition-fight/
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The Algorithmic Justice League (AJL) has advised the US Congress
on Al policy?®® and facial recognition technology.?* The AJL has also
proposed the creation of a federal agency, similar to the FDA, to regulate
facial recognition technology.?*> And the AJL published a landmark report
on Al bias - Gender Shades: Uncovering Gender and skin-Type bias in
Commercial AI Products.?*

213 Joy Buolamwini, Artificial Intelligence; Societal and Ethical Implications, United
States House Committee on Science, Space and Technology (June 26, 2019),
https://science.house.gov/imo/media/doc/Buolamwini%20Testimony.pdf

214 Joy Buolamwini, Facial Recognition Technology (Part 1): Its Impact on our Civil
Rights and Liberties, United States House Committee on Oversight and Government
Reform (May 22, 2019),

https://docs.house.gov/meetings/GO/GO00/20190522/10952 1/HHRG-116-GO00-Wstate-
BuolamwiniJ-20190522.pdf

215 AJL, Federal Recognition Technologies: A Call for a Federal Office (May 29, 2020),
https://www.ajl.org/federal-office-call

26 AJL, Gender Shades: Uncovering Gender and skin-Type bias in Commercial Al
Products, http://gendershades.org
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COUNTRY REPORTS

Argentina

National Al Strategy
The Ministry of Science, Technology and Productive Innovation
(MINCYT) published the National Strategy for Artificial Intelligence in
2019.2!7 The plan includes two priority initiatives Digital Agenda Argentina
2030%!8 and the National Strategy for Science, Technology, and Innovation,
Argentina Innovates 2030.21
With the ultimate goal of positioning Argentina as a regional leader

on Al, the ten-year strategy plan seeks to transform the country through Al,
leveraging the technology in pursuit of developmental objectives built on
the UN’s sustainable Development Goals (SDGs). The Strategy aims to
minimize the potential risks of Al development and implementation for
Argentinean society, by protecting personal data and individual privacy
through guidelines for the design of Al systems consistent with ethical and
legal principles. The strategy also proposes to analyze the impact in the
production scheme, resulting effects on labor forces and prevent automate
systems from reproducing or reinforcing discriminatory or exclusionary
stereotypes. The Strategy addresses the following areas:

e Talent and education
Data
Research & Development and Innovation
Supercomputing infrastructure
Actions to facilitate job transitions
Facilitating public-private co-operation on data use
Public services and manufacturing (as target sectors for Al
development)
The cross-cutting themes in the Strategy are:

e FEthics and regulation

e Communication and awareness building

e International co-operation

217 OECD.ai, 41 National Plan, https://oecd.ai/en/dashboards/countries/Argentina.
218 Digital Agenda Argentina, https://www.casarosada.gob.ar/informacion/actividad-
oficial/9-noticias/44081-el-gobierno-presento-la-nueva-agenda-digital-2030.

219 National Artificial Intelligence Plan Argentina (Plan Nacional de Inteligencia
Artificial de la Republica de Argentina) https://ia-latam.com/wp-
content/uploads/2020/09/Plan-Nacional-de-Inteligencia-Artificial.pdf.
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As can be seen from the wide range of topics covered, the Strategy
requires a whole-of-government effort that brings together different
government ministries under the leadership of the Digital Agenda Executive
Roundtable (Mesa Ejecutiva Agenda Digital). This effort is supported by
twenty different government agencies, as well as a Multi-sectoral
Committee of Artificial Intelligence and a Scientific Committee of experts.

While the AI Strategy for Argentina sets out ambitious goals that
build upon other national strategies, the strategy was developed under the
former president, Mauricio Macri, in 2019.22° Although the former
Argentina government set out milestones to meet specific goals,??! there’s
no indication the new administration endorsed the Al strategy, and most
crucially, its implementation efforts going forward.??

In April 2021, under the current administration of President Alberto
Fernandez (December 2019 onwards), the Executive Branch published the
Productive Development Plan Argentina 4.0 (the Argentina 4.0 Plan). This
plan, an initiative of the National Ministry of Productive Development, aims
to promote the incorporation of technologies 4.0 — including Al — in the
national production chain. The Argentina 4.0 Plan does not refer to the
National Al Strategy. In November 2021, the Secretariat for Strategic Affair
also adopted Resolution 90/2021%2% entitled Artificial Intelligence Program.
This Program complements Decree 970/2020.22* The aim is to foster the
responsible use of technology, such as artificial intelligence, “that
contribute to consolidating Argentine technological sovereignty in the 4.0
revolution.” 225

220 Jasmine Kendall, Oxford Insights’ Al Strategy Series: Argentina and Uruguay (Jan.
13, 2021), https://www.oxfordinsights.com/insights/2021/1/8/oxford-insights-ai-strategy-
series-argentina-and-uruguay.

221 presidencia de la Nacion, Plan Nacional de Inteligencia Artificial (Aug. 2018),
https://uai.edu.ar/ciiti/2019/buenos-aires/downloads/B1/JA-Plan-Nacional-IA.pdf.

222 TMG Telecom, Repaso de las Politicas y Desarrollos Latinoamericanos sobre
Inteligencia Artificial 21 (Feb. 2020); OECD, State of Implementation of the OECD Al
Principles 16 (June 2021); OECD G20 Digital Economy Task Force, Examples of Al
National Policies 9 (2020).

223 Resolution 90/2021 ,
https://www.argentina.gob.ar/normativa/nacional/resoluci%C3%B3n-90-2021-357421.
224 Decree 970, 2020,
https://www.argentina.gob.ar/normativa/nacional/resoluci%C3%B3n-90-2021-

35742 1/normas-modificadas.

225 Decree 970, 2020,
https://www.argentina.gob.ar/normativa/nacional/resoluci%C3%B3n-90-2021-

35742 1/normas-modificadas.
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Local Strategies

The Autonomous City of Buenos Aires launched Future City: Al
Strategy (Ciudad Futuro: Plan Estratégico Inteligencia Artificial) in
August 2021. The Plan outlines the following three objectives:

e Use Al for the city’s development

e Use Al for the benefit of the citizens

e Use cross-cutting tools to ensure the city’s sustainability

Under this strategy, the Buenos Aires government has established

Buenos Aires Al Lab (BA Laboratorio 14), which provides opportunities
for training and professional development to the youth and serves as a hub
for facilitating R&D and application of AL.?2® As with the National Plan,
one of the key aspects of the Buenos Aires strategy is that it aims to foster
mechanisms and tools for the development and use of Al technology that
respects fundamental values and human rights.??’

Public Participation

To define the specific risks and opportunities that the Al plan should
address, the government organized several meetings to gather the
perspectives of people from different disciplines and sectors. Through the
32 working tables that were assembled, experts from the government, the
private sector, the scientific community, the academia, civil society and
international organizations collaborated actively in this effort of priorities
definition. The outcomes provided the basis for the strategic objectives and
lines of action reflected in the plan. Several creative workshops and
“unconferences" were held as well. However, mechanisms for ordinary
citizens to express their views regarding Al could not be identified.

Data Protection

Article 43 of Argentina’s Constitution guarantees an individual’s
access to personal data in private and public registries, and exercise agency
over how that data is used. The Argentinian Personal Data Protection Law
(PDPL) follows international standards regarding basic personal data rules,
and has even been deemed adequate by the European Commission under
the former Directive 95/46/EC.?2% A new proposal has been put forward by
the former administration to reform the PDPL and related legislation.
However the legislative draft has been under consideration by the

226 Buenos Aires Ciudad, Plan de Inteligencia Artificial
https.//buenosaires.gob.ar/jefaturadegabinete/innovacion/plan-de-inteligencia-artificial.
227 Ipid.

228 DLA Piper, Data Protection Laws of the World — Argentina (Jan. 24, 2022),
https://www.dlapiperdataprotection.com/index.html?t=law&c=AR.
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Argentinean National Congress since 2018, with no formal decision made
in that regard as of this date. The purpose of this reform is not only for the
country to keep its international status as a jurisdiction that provides an
adequate level of protection, particularly after the passing of the European
General Data Protection Regulation, but also to keep its data protection
regime up to date with the technological and legal developments that have
taken place in recent years.

The AAPI is Argentina’s data protection authority. Although it
enjoys functional autonomy by law, the agency remains under the National
Executive Branch from a structural perspective; an aspect that, along with
the absence of proper mechanisms in place, has led civil society groups to
question the impartiality and independence of the appointment process of
its Executive Director.??

In September 2022, the AAPI released a new draft bill on personal
data protection.?*® Following an extended public consultation featuring 173
submissions, the AAPI took up 80 articles in its final proposal and modified
43 based on public comments. The reform package was presented to
Argentina's government for review before introduction to the National
Congress of Argentina.?!

Argentina’s AAIP agency has been a member of the Global
Privacy Assembly (GPA) since 2018. AAIP co-sponsored both the 2018
GPA Resolution on Al and Ethics and the 2020 Resolution on Al and
Accountability.?3?

Argentina is also party to Convention 108 since the first of June
2019. Argentina is also in the process of ratifying Convention 108+.2%
Data. Following an extended public consultation featuring 173
submissions, the AAPI took up 80 articles in its final proposal and modified
43 based on public comments.

229 Ta Asociacion por los Derechos Civiles, Observaciones de la ADC a la candidatura
propuesta para la Direccion de la Agencia de Acceso a la Informacion Publica (Mar. 17,
2021), https://adc.org.ar/2021/03/17/observaciones-de-la-adc-a-la-candidatura-propuesta-
para-la-direccion-de-la-agencia-de-acceso-a-la-informacion-publica/.

230 Key points in Argentina Data Protection Bill,
https://www.lexology.com/commentary/tech-data-telecoms-media/argentina/ojam-
bullrich-flanzbaum/new-draft-bill-on-personal-data-protection-in-argentina.

231 Public Participation Automated Personal Data Protection Law ,
https://www.boletinoficial.gob.ar/detalleAviso/primera/271369/20220912.

232 Global Privacy Assembly Accredited Members,
https://globalprivacyassembly.org/participation-in-the-assembly/list-of-accredited-
members/.

233 Argentina Government, Data Protection Law,
https://www.argentina.gob.ar/aaip/anglish_version/latest news.
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Algorithmic Transparency

The current Argentinian data protection law does not contain formal
legal prescriptions that recognizes the right of citizens to receive
information about automated-decision systems or to object to a decision
based solely on automatic data processing methods. Nevertheless, the AAPI
has provided guidance through a resolution issued on 2019,23* in which it
recognizes that, under the right of access enshrined in the current data
protection law, data subjects have the right to request from data controllers
an explanation about the logic used by any system that reaches decisions
solely based on automated processing of data and which can affect citizens
or have pernicious legal effects on them.?3?

The AAPI’s proposed reform Act includes the right of citizens to get
information about “the existence of automated decision systems, including
those that create digital profiles,” as well as “meaningful information” about
the logic applied by those systems.?*® A formal right to object to a decision
based solely on automatic processing methods is also included in the
proposal.?®’

The Salta controversy

There are many Al use cases in the public sector?*® One of the most
controversial was the use of Al by the Government of the Province of Salta,
in Argentina, which implemented a system to predict teenage pregnancy
and school dropout using machine learning algorithms trained on data
collected in low-income districts of the city of Salta in the years 2016 and
2017. Parameters taken into consideration included teenagers’ personal
information (age, ethnicity, country of origin, etc.), environment (number
of people with whom they lived, if they had hot water in the bathroom) and
if they (adolescent women) were or had already been pregnant.?*

Facial Recognition
Several documented cases of facial recognition technology use have
been reported in various cities and localities as well as at the provincial level

234 Resolucidn 4/2019, (RESOL-2019-4-APN-AAIP) (Sept. 13, 2019).

235 Annex I of Resolution 4/2019 (IF-2019-01967621-APN-AAIP),
http://servicios.infoleg.gob.ar/infolegInternet/anexos/315000-319999/318874/norma.htm.
236 Ibid, Article 28 (h) of the draft Bill.

371pid, Article 32 of the draft Bill.

B8QECD.AL Al Use Cases in The Public Sector Policy, ,
https://oecd.ai/en/dashboards/policy-initiatives/http:%2F%2Faipo.oecd.org%2F2021-
data-policylnitiatives-26831.

239 The Wired, The Case of the Creepy Algorithm That ‘Predicted’ Teen Pregnancy,
https://www.wired.com/story/argentina-algorithms-pregnancy-prediction/
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in the country. Facial recognition systems being deployed, according to
authorities, for the identification and capture of fugitives (in the
Autonomous City of Buenos Aires);?*? for the identification of missing
persons and people with criminal backgrounds (town of Tigre, Buenos
Aires province)?*!; for the use of the police to surveille massive gatherings
(Mendoza province);?*? or for the prevention and prosecution of crimes
(Salta province).?** The program in the City of Buenos Aires in particular
was denounced by the UN Special Rapporteur for the Right of Privacy when
visiting the city, as a technology whose “proportionality” was questionable
when compared to the “serious privacy implications” for people not related
to any crime and for not carefully updating and checking for accuracy.?*
Human Rights Watch also denounced the system, noting the illegal
exposure of minor’s personal information.?*> The City legislature approved
a bill in 2020 to authorize the use of Al for the purpose of capturing
fugitives.?*® But it has been alleged that this fact does not alter the
unconstitutional character of the Buenos Aires program.?*’ The increasing
and unaccountable use of this technology led to the creation of a national

240 Al Sur, Facial Recognition in Latin America: Trends in the Implementation of a
Perverse Technology (2021), p. 11, https://www.alsur.lat/sites/default/files/2021-
11/ALSUR Reconocimiento facial en Latam ES.pdf

241 Ambito, Tigre lanzé un nuevo sistema de reconocimiento facial (May 10, 2019),
https://www.ambito.com/municipios/municipios/tigre-lanzo-un-nuevo-sistema-
reconocimiento-facial-n5030978

242 B] Sol, Reconocimiento facial: hallaron a mds de 100 personas con pedido de captura
(May 20, 2019), https://www.elsol.com.ar/reconocimiento-facial-hallaron-a-mas-de-100-
personas-con-pedido-de-captura

243 Las cdmaras de reconocimiento facial permitieron detener a una persona con pedido
de captura (June 19, 2019), https://www.salta.gob.ar/prensa/noticias/las-camaras-de-
reconocimiento-facial-permitieron-detener-a-una-persona-con-pedido-de-captura-64939.
244 OHCHR, OHCHR | Statement to the media by the United Nations Special Rapporteur
on the right to privacy, on the conclusion of his official visit to Argentina, 6-17 May 2019
(May 17, 2019), https://www.ohchr.org/en/statements/2019/05/statement-media-united-
nations-special-rapporteur-right-privacy-conclusion-his?LangID=E&NewsID=24639.

245 Human Rights Watch, Argentina publica en linea datos personales de nifios y nifias
acusados de cometer delitos (Oct. 9, 2020),
http://www.hrw.org/es/news/2020/10/09/argentina-publica-en-linea-datos-personales-de-
ninos-y-ninas-acusados-de-cometer.

246 Asociacion por los Derechos Civiles, La Legislatura porteiia debe rechazar el uso de
la tecnologia de reconocimiento facial para la vigilancia del espacio publico (Oct. 21,
2020), https://adc.org.ar/2020/10/21/1a-legislatura-portena-debe-rechazar-el-uso-de-la-
tecnologia-de-reconocimiento-facial-para-la-vigilancia-del-espacio-publico/.

247 {Professional, ;Ahora vienen por tu cara?: este experto advierte sobre los peligros del
reconocimiento facial (May. 10, 2020), https://www.iprofesional.com/tecnologia/338236-
reconocimiento-facial-advierten-sobre-peligros-en-argentina.

88



Artificial Intelligence and Democratic Values 2022
Center for Al and Digital Policy

campaign by the Association for Civil Rights (4sociacion por los Derechos
Civiles), a very well-known Argentinian human rights organization. With
the slogan: “Con mi Cara No” (“Not with my face”), the organization aims
to raise awareness about the dangers facial recognition technologies pose to
citizens, particularly when their data is included within opaque and
unaccountable  systems.?*®  In  September 2022, a trial
judge declared the implementation of the Fugitive Facial Recognition
System (SRFP, for its name in Spanish) by the Government of the City of
Buenos Aires unconstitutional >

Lethal Autonomous Weapon Systems

Argentina has been very critical about the development and use of
lethal autonomous weapons systems, particularly those without significant
human involvement. Argentina has set out a strong position in public
statements as well as within international organizations, including during
meetings regarding the Convention on Conventional Weapons. Within the
framework of those meetings, Argentina stressed the need “to preserve
meaningful human control at all phases of the development and use” of
weapons systems.?? On behalf of the Group of Latin American and
Caribbean Countries, Argentina raised several concerns over fully
autonomous weapons, including the risks of reprisal, retaliation and
terrorism.>>! And Argentina has called for a “preemptive prohibition of the
development of lethal autonomous systems.?>?

In October 2022, Argentina was one of the 70 countries which
endorsed a joint statement on autonomous weapons systems at the UN
General Assembly meeting. In this joint statement, States urged “the
international community to further their understanding and address these

248 Asociacion por los Derechos Civiles, https://conmicarano.adc.org.ar/.

249 Future of Privacy Forum, Judge Declared Facial Recognition Unconstitutional,
.https://fpf.org/blog/judge-declares-buenos-aires-fugitive-facial-recognition-system-
unconstitutional/#:~:text=Judge%20declares%20Buenos%20Aires'%20Fugitive%20Faci
al%20Recognition%2System%20Unconstitutional -

FILTER &text=0n%20September%207%2C%20a%?20trial,City%200f%20Buenos%20Ai
res%?20unconstitutional, See also https://www.cels.org.ar/web/wp-
content/uploads/2022/09/reconocimientofacialsentencia070922.pdf.

250 United Nations, Statement to the Convention on Conventional Weapons Group of
Governmental Experts on lethal autonomous weapons systems, (March 26, 2019),
https://documents.unoda.org/wp-content/uploads/2020/09/CCW_GGE.1 2019 _3 E.pdf.
251 Government of Argentina, Statement to the UN Human Rights Council (May 30,
2013),

252 United Nations, Statement to the Convention on Conventional Weapons Fifth Review
Conference, (Dec.12, 2016), https://meetings.unoda.org/ccw-revcon/convention-certain-
conventional-weapons-fifth-review-conference-2016.
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risks and challenges by adopting appropriate rules and measures, such as
principles, good practices, limitations and constraints. We are committed to
upholding and strengthening compliance with International Law, in
particular International Humanitarian Law (“IHL”), including through
maintaining human responsibility and accountability in the use of force.”?3
In February 2023, Argentina endorsed, along with more than 30
other Latin American and Caribbean states, the Belén Communiqué,?>*
which calls for “urgent negotiation” of a binding international treaty to
regulate and prohibit the use of autonomous weapons to address the grave
concerns raised by removing human control from the use of force.

Human Rights

According to the Freedom House 2022 report, Argentina is
considered a “free” country under the organization’s Global Freedom
Scores. receiving overall a score of 84/100.2%° There are concerns about the
independence of the Argentinean judiciary. The country’s response to the
COVID-19 pandemic has also been criticized not only because the
government imposed one of the strictest and most prolonged lockdowns in
the world, but because its enforcement by the police has been denounced by
independent human rights organizations as giving rise to cases of excessive
force.”®® In the international arena, Argentina has shown a strong
commitment to the protection of human rights, including international and
regional initiatives that pertain to Al

OECD/G20 Al Principles

As part of the G20 and as a prospective member to the OECD,
Argentina has endorsed the OECD/G20 Al Principles.?>’ According to an
OECD report, several policies of Argentina’s national Al strategy align with
the G20 Al principles. These include the comprehensive, human-centered

233 United Nations (UN) General Assembly, First Committee, Joint Statement on Lethal
Autonomous Weapons Systems First Committee, 77" United Nations General Assembly
Thematic Debate — Conventional Weapons (Oct. 21, 2022),
https://estatements.unmeetings.org/estatements/11.0010/20221021/A1jJ8bNfWGIL/KLw
IWYcSnnAm_en.pdf

254 Communiqué of the Latin American and the Caribbean Conference of Social and
Humanitarian Impact of Autonomous Weapons (Feb. 24, 2023),
https://www.rree.go.cr/files/includes/files.php?id=226 1 &tipo=documentos

255 Freedom House, Global Freedom Scores,
https://freedomhouse.org/countries/freedom-world/scores.

256 Freedom House, Freedom in the World 20221 — Argentina,
https://freedomhouse.org/country/argentina/freedom-world/2022.

257 OECD Accession Argentina https://www.oecd.org/newsroom/oecd-takes-first-step-in-
accession-discussions-with-argentina-brazil-bulgaria-croatia-peru-and-romania.htm.
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and human rights-focus nature, which aligns with the Principles for
Responsible Stewardship of Trustworthy Al (Section 1); while Argentina’s
investment initiatives, the focus on conditions for Al development,
educational plans and international engagements implement Section 2 of the
G20 AI Principles (National Policies and International Co-operation for
Trustworthy ATI).2%8

UNESCO Recommendation on the Ethics of Artificial Intelligence

Argentina is a UNESCO member and adopted the UNESCO
Recommendation on the Ethics of Al during the 41st General Conference
in November 2021.

CAF, the development bank of Latin America, and UNESCO
signed a letter of intent to collaborate on the implementation of the
UNESCO Recommendation in Latin America and the Caribbean. They
pledged to create a Regional Council composed of national and local
governments in the region which will support their implementation efforts.
According to Gabriela Ramos, UNESCO Assistant Director-General for
Social and Human Sciences, Argentina will be a member of the Regional
Council >

Evaluation

Argentina’s comprehensive, ambitious and human-centered
national strategy reflects the country’s interest in matching socioeconomic
development with strong human rights commitments in the design and
development of Al Despite the initial enthusiasm that surrounded the
launching of the Plan, the new government seems to have abandoned this
path, and adopted instead It remains to be seen how the newly developed
Argentina 4.0 to support the use of new technologies for socioeconomic
progress will be operationalized in practice. Despite significant progress in
modernizing data protection law and bringing it up to international
standards, the deployment of facial recognition systems has raised
widespread concern that Al could be used for purposes that violate
individual rights. Argentina has the resources and the infrastructure to
pursue regional leadership. Argentina has signed the UNESCO
Recommendation on the Ethics of Al and with the collaboration of the CAF

Z8QECD/CAF (2022), The Strategic and Responsible Use of Artificial Intelligence in the
Public Sector of Latin America and the Caribbean, OECD Public Governance Reviews,
OECD Publishing, Paris, https://doi.org/10.1787/1£334543-en, , OECD G20 Digital
Economy Task Force, Examples of Al National Policies (2020), p. 66 (Table A).

259 G. Ramos, Inteligéncia Artificial ética e responsavel: das palavras aos fatos e
direitos, Somos Ibero-America (Feb. 1, 2023), https://www.somosiberoamerica.org/pt-
br/tribunas/inteligencia-artificial-etica-e-responsavel-das-palavras-aos-fatos-e-direitos/
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is on its path to its implementation. Argentina has also joined other Latin
American countries in calling for a prohibition and regulation of
autonomous weapons.
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Australia

National Al Strategy

In November 2019, the Australian government published a
Roadmap for Al to “help develop a national Al capability to boost the
productivity of Australian industry, create jobs and economic growth, and
improve the quality of life for current and future generations.”?%° Australia’s
Al Technology Roadmap is intended to help guide future investment in Al
and provide a pathway to ensure Australia captures the full potential of
AL2%! As well as identifying three high potential areas of Al specialization,
the Roadmap elaborates the foundations needed in terms of data
governance, ethics, trust research, skills and infrastructure. It particularly
underscores its complementarity with the OECD Al Principles.

The Roadmap identifies three domains of Al development and
application where Al could transform Australian industry, based on existing
strengths and comparative advantages, opportunities to solve Australian
problems, and opportunities to export solutions to the rest of the world.
These domains are Health, Aging and Disability; Cities, Town and
Infrastructure (including connected and automated vehicle technology); and
National Resources and Environment (especially building on strengths
related to mining and agriculture).

The Commonwealth Scientific and Industrial Research
Organisation (CSIRO), the national science agency, has said that Al
“represents a significant opportunity to boost productivity and improve the
national economy.” The agency is deploying Al for gene sequencing in
crops, sustainable fishing CSIRO, the national science agency, has said that
Al “represents a significant opportunity to boost productivity and improve
the national economy.”?%? The agency is deploying Al for gene sequencing
in crops, sustainable fishing to predict the failure of infrastructure, and in
hospitals to forecast demand to ensure access to emergency care.?%?

260 The Commonwealth Scientific and Industrial Research Organisation (CSIRO),
Artificial Intelligence Roadmap: Australia’s artificial intelligence roadmap, developed by
CSIRO’s Data61 for the Australian Government. https://data61.csiro.au/en/Our-
Research/Our-Work/AI-Roadmap.

261 The Commonwealth Scientific and Industrial Research Organisation (CSIRO), ,
Artificial Intelligence: Solving problems, growing the economy and improving our
quality of life (2019), https://data61.csiro.au/~/media/D61/AI-Roadmap-assets/19-

00346 DATA61_REPORT_AI-Roadmap WEB_191111.pdf.

262 CSIRO, Artificial Intelligence, https://www.csiro.au/en/Research/Al.

263 CSIRO, AI at CSIRO, https://www.csiro.au/en/research/technology-space/ai/about.
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In November 2019, Australia also published an AI Ethics
Framework to “help guide businesses and governments looking to design,
develop, and implement Al in Australia.”?®* Key goals are to achieve better
outcomes, reduce the risk of negative impact, and practice the highest
standards of ethical business and good governance. The eight Al Ethics
Principles are Human, social and environmental wellbeing, Human-
centered values, Fairness, Privacy protection and security, Reliability and
safety, Transparency and explainability,  Contestability = and
Accountability.?®> The Australian government notes that the principles are
derived from the Ethically Aligned Design report by IEEE.26

The Roadmap and the Ethics Framework were put forward at the Al
Technology Summit in 2019.267 Over 100 leaders and experts in artificial
intelligence (AI) technology gathered at the public summit to “help shape
Australia’s Al future.”

Standards Australia also launched Australia’s Al Standards
Roadmap in March 2020 to support the implementation of the OECD Al
principles. The roadmap provides a framework for Australians to shape the
development of standards for Al internationally. It explores standards that
can promote and develop the opportunities of responsible Al, delivering
business growth, improving services and protecting consumers.?%®

In 2020, Australia and Singapore, building on their pre-existing
trade agreement, also signed the Singapore-Australia Digital Economy
Agreement (SADEA), where Parties agreed to advance their cooperation
on AL2%

264 Australian Government, Department of Industry, Science, Energy and Resources, A7
Ethics Framework, https://www.industry.gov.au/strategies-for-the-future/artificial-
intelligence.

265 Australian Government, Department of Industry, Science, Energy and Resources, AT
Ethics Principles, https://www.industry.gov.au/data-and-publications/building-australias-
artificial-intelligence-capability/ai-ethics-framework/ai-ethics-principles.

266 TEEE, Ethically Aligned Design (2019), https://ethicsinaction.ieee.org.

267 Australian Government, Department of Industry, Science, Energy and Resources,
Techtonic: Shaping Australia’s AI Future (Nov. 27,2019),
https://www.industry.gov.au/news-media/techtonic-shaping-australias-ai-future.

268 Standards Australia (2020), An Artificial Intelligence Standard Roadmap: Making
Australia’s Voice, Heard (Final Report), Standards Australia, Sydney,
https://www.standards.org.au/getmedia/ede81912-55a2-4d8e-8491-
9844993¢3b9d/O_1515-
An-Artificial-Intelligence-Standards-Roadmap-soft_1.pdf.aspx.

269 The Government of the Republic of Singapore and the Government of Australia,
Memorandum of Understanding between the Government of the Republic of Singapore
and the Government of Australia on Cooperation on Artificial Intelligence,
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In order to signal international leadership in Al exports, in March
2022 the Australian Department of Industry, Science and Resources
released an issue paper on ‘Positioning Australia as a leader in digital
economy regulation — Automated decision making and Al regulation’
paper for public comment.?”°

Public Participation

In 2020, Standards Australia embarked on a consultation process
with Australian representatives of industry, government, civil society and
academia to examine how technical specifications and related material can
support artificial intelligence in Australia.’’! As a result, in March 2020,
Standards Australia published “Artificial Intelligence Standards Roadmap:
Making Australia’s Voice Heard.”?”> One of the key themes highlighted
was  “Australia’s opportunity to build ‘responsible AI’ through
Standards.”?"3

The development of Australia’s Al Ethics Framework also followed
a public consultation. The Minister for Industry, Science and Technology
Karen Andrews released a discussion paper to encourage conversations on
how to design, develop, deploy and operate Al in Australia.?’* In particular,
the Australian government sought feedback on the draft Al Ethics Principles
presented in the discussion paper. The Minister received more than 130
submissions from government, business, academia, non-government
organizations and individuals. According to the Minister, the submissions
generally supported a principles-based framework to guide the design,
development, deployment and operation of Al in Australia. There were

https://www.mti.gov.sg/-/media/MTI/Microsites/DEAs/Singapore-Australia-Digital-
Economy-Agreement/MOUs/MOU-on-Cooperation-on-Artificial-Intelligence.pdf.

270 Australian Government, Department of Industry, Science and Resources, Positioning
Australia as a leader in digital economy regulation (automated decision making and Al
regulation)(May 2022),
https://consult.industry.gov.au/automated-decision-making-ai-regulation-issues-paper.
271 Standards Australia, Standards Australia sets priorities for Artificial Intelligence
(Mar. 2020), https://www.standards.org.au/news/standards-australia-sets-priorities-for-
artificial-intelligence.

272 Standards Australia, FINAL REPORT: An Artificial Intelligence Standards Roadmap:
Making Australia’s Voice Heard (Mar. 2020),
https://www.standards.org.au/getmedia/ede81912-55a2-4d8e-8491-
9844993¢3b9d/R_1515-An-Artificial-Intelligence-Standards-Roadmap-soft.pdf.aspx.

273 Ibid, p. 26.

274 The Hon Karen Andrews MP, Minister for Industry, Science and Technology, Seeking
feedback on ethics of artificial intelligence (Apr. 5, 2019),
https://www.minister.industry.gov.au/ministers/karenandrews/media-releases/seeking-
feedback-ethics-artificial-intelligence.
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questions about how the draft principles can be applied in practice. The Law
Council of Australia provided extensive comments on the Ethics
Framework. The Council expressed concerns about the administrative law
implications of Al: “an Al involved in a government decision should be able
to explain its decision-making process.”?’>

Noted Australian Al ethics researcher Roger Clarke published a
critical assessment of the Al Ethics Principles. In 2019 Clarke undertook an
extensive survey of Al policy frameworks and identified 10 themes and 50
principles.?’® Clarke concluded that the AI Ethics Principles for Australia
adequately addressed only 13 of the 50 Principles.?”” “An additional 19 are
partly or weakly addressed, and 18 are not addressed at all.” Clarke stated
that “the key to achieving trust is to ensure trustworthiness of the
technologies and of organisations' uses of the technologies. That requires a
comprehensive set of principles of real substance; articulation of them for
each stage of the supply chain; educational processes; means of encouraging
their application and discouraging behaviour in breach of the principles; a
credible regulatory framework; and the enforcement of at least baseline
standards.”

A 2020 survey of Australian attitudes toward Al found high levels
of support for the use of AI to address social, humanitarian and
environmental challenges.?’® The survey also found high levels of support
for legislation to ban the use of lethal autonomous weapons, ensure the
safety of autonomous vehicles, and protect data privacy.

Another public consultation took place in Octover 2020 on
“Mapping Australia's Artificial Intelligence and Autonomous Systems
Capability.”?”® Part A of the survey sought information at an organizational
level about Australia’s national artificial intelligence and autonomous

275 Law Council of Australia, Artificial Intelligence: Australia’s Ethics Framework (June
28, 2019), https://www.lawcouncil.asn.au/docs/b3ebc52d-afa6-e911-93fe-
005056be13b5/3639%20-%20A1%20ethics.pdf.

276 Roger Clarke, Responsible AI Technologies, Artifacts, Systems and Applications: The
50 Principles, http://www.rogerclarke.com/EC/AIP.html#Appl.

277 Roger Clarke, The Australian Department of Industry's 'Al Ethics Principles’

of September / November 2019: Evaluation against a Consolidated Set of 50 Principles
(Nov. 12, 2019), http://www.rogerclarke.com/EC/AI-Aust19.html.

278 Monash Data Futures Institute, A1 FOR SOCIAL GOOD? Australian public attitudes
toward Al and society (Aug. 2020),

https://www.monash.edu/__data/assets/pdf file/0019/2313262/MDFI_AI for_Social Go
od_report_Final.pdf.

279 Australian Government, Department of Industry, Science, Energy and Resources,
Mapping Australia's Artificial Intelligence and Autonomous Systems Capability (Oct. 2,
2020) (closes Nov. 29, 2020), https://consult.industry.gov.au/digital-economy/mapping-
australias-ai-capability/.
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systems capabilities. Part B of the survey focused on unique, world-leading
and significant Australian case studies and projects.

In March 2022, the Australian Department of Industry, Science and
Resources released “Positioning Australia as a leader in digital economy
regulation” requesting for public comment on automated decision making
and Al regulation.?8°

Data Protection

In February 2023, the Australian Attorney-General's
Department released its review of the Privacy Act 1988,2%! a significant
step in the reform of Australia’s privacy law. The Privacy Act Review
Report®®? includes 116 recommendations based on 30 “key themes and
proposals” from stakeholders during the course of the last two years.
“The proposed reforms are aimed at strengthening the protection of
personal information and the control individuals have over their
information. Stronger privacy protections would support digital
innovation and enhance Australia’s reputation as a trusted trading
partner,” according to the Attorney-General's Department.

The Office of the Australian Information Commissioner
welcomed the release of the report. “This is an important milestone as
we move towards further reform of Australia’s privacy framework,”
Australian Information Commissioner and Privacy Commissioner
Angelene Falk said. “As the privacy regulator we see the proposal to
introduce a positive obligation that personal information handling is fair
and reasonable, as a new keystone of the Australian privacy framework.
This shifts the burden from individuals, who are currently required to
safeguard their privacy by navigating complex privacy policies and
consent requirements, and places more responsibility on the
organisations who collect and use personal information to ensure that
their practices are fair and reasonable in the first place.”?%3

In his review of the Privacy Act 1988, the Federal Attorney-
General referred positively to a Human Technology Institute (HIT)’s

280 Aystralian Government, Department of Industry, Science and Resources, Positioning
Australia as a leader in digital economy regulation (automated decision making and Al
regulation): issues paper, (May 2022),
https://consult.industry.gov.au/automated-decision-making-ai-regulation-issues-paper.
281 Privacy Act 1988, https://www.legislation.gov.au/Series/C2004A03712

282 Department of the Attorney-General, Review of the Privacy Act 1988 (Feb. 16, 2023),
https://www.ag.gov.au/integrity/consultations/review-privacy-act-1988

283 Office of the Australian Information Commissioner, OAIC welcomes release of
Privacy Act report (Feb. 16, 2023), https://www.oaic.gov.au/newsroom/oaic-welcomes-
release-of-privacy-act-report

72



Artificial Intelligence and Democratic Values 2022
Center for Al and Digital Policy

report outlining a Facial Recognition Model Law.?%* The Federal
Attorney-General noted that the Model Law is “a way of striking the right
balance, endorsing, in principle, a risk assessment approach to regulating
facial recognition and other biometric technologies.” “The HTI report
responds to growing calls for reform from leading voices in civil society,
the private sector, government and academic experts.” In its submission to
the Attorney-General’s consultation on the Privacy Act Review report,
HTT again calls for immediate action on dedicated regulation for facial
recognition technology.?%

Algorithmic Transparency

The concept of algorithmic transparency is briefly addressed in the
Al Ethics Framework. The Victorian Information Commissioner warns of
risks associated with “corporate co-option” of transparency and
accountability mechanisms.?%¢ The paper argues that “significant resources
must be invested in developing the necessary skills in the public sector for
deciding whether a machine learning system is useful and desirable, and
how it might be made as accountable and transparent as possible.”

In early 2019, the Australian Human Rights Commission called for
an Al Policy Council to guide companies and regulators regarding artificial
intelligence technology. “When companies use Al decision-making
systems, they must build them in a way that allows a person to understand
the basis of decisions that affect them. This is fundamental to ensuring
accountability and will be really important for all companies that use AL”
Human Rights Commissioner Ed Santow said.?®’

In a 2020 paper, Santow called on the Australian government to
modernize privacy and human rights laws to take into account the rise of
artificial intelligence.?®® “We need to apply the foundational principles of

284 Human Law Technology, A blueprint for regulation of facial recognition technology
(Sept. 2022), https://www.uts.edu.au/news/business-law/blueprint-regulation-facial-
recognition-technology

285 Human Technology Institute, Facial recognition technology: Towards a model law,
https://www.uts.edu.au/human-technology-institute/projects/facial-recognition-
technology-towards-model-law

286 Jake Goldenfein, Algorithmic Transparency and Decision-Making Accountability:
Thoughts for Buying Machine Learning Algorithms (Aug. 31, 2019),
https://papers.ssrn.com/sol3/papers.cfm?abstract_id=3445873

287 James Eyers, Call for 'Al policy council' to govern how algorithms use personal
information, Financial Review (Mar. 15, 2020), https://www.afr.com/technology/call-for-
ai-policy-council-to-govern-how-algorithms-use-personal-information-20190315-h1cejl
288 Aystralian Human Rights Commission, Human Rights and Technology: Discussion
Paper (Dec. 2019), https://tech.humanrights.gov.au/sites/default/files/2019-
12/TechRights2019 DiscussionPaper.pdf
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our democracy, such as accountability and the rule of law, more effectively
to the use and development of AL he said.

Lethal Autonomous Weapons

In October 2022, Australia was one of 70 states that endorsed a joint
statement on autonomous weapons systems at the United Nations General
Assembly. The statement called for the recognition of the dangers of
autonomous weapons systems, acknowledged the need for human oversight
and accountability, and emphasized the importance of an international
framework of rules and constraints.?®® In this joint statement, States
declared that they “are committed to upholding and strengthening
compliance with International Law, in particular International
Humanitarian Law (“IHL”), including through maintaining human
responsibility and accountability in the use of force.”?*°

In February 2023, Australia participated in an international summit
on the responsible application of artificial intelligence in the military
domain hosted by the Netherlands. At the end of the Summit, Government
representatives, including Australia, agreed on a joint call for action on the
responsible development, deployment and use of artificial intelligence in
the military domain.?’! In this joint call, States “stress the paramount
importance of the responsible use of Al in the military domain, employed
in full accordance with international legal obligations and in a way that does
not undermine international security, stability and accountability.” They
also “affirm that data for Al systems should be collected, used, shared,
archived and deleted, as applicable, in ways that are consistent with
international law, as well as relevant national, regional and international
legal frameworks and data standards. Adequate data protection and data
quality governance mechanisms should be established and ensured from the
early design phase onwards, including in obtaining and using Al training
data.” States also “stress the importance of a holistic, inclusive and
comprehensive approach in addressing the possible impacts, opportunities

289 Stop Killer Robots, 70 states deliver joint statement on autonomous weapons systems
at UN General Assembly, (2022) https://www.stopkillerrobots.org/news/70-states-
deliver-joint-statement-on-autonomous-weapons-systems-at-un-general-assembly/

290 United Nations (UN) General Assembly, First Committee, Joint Statement on Lethal
Autonomous Weapons Systems First Committee, 77" United Nations General Assembly
Thematic Debate — Conventional Weapons (21 Oct. 2022),
https://estatements.unmeetings.org/estatements/11.0010/20221021/A1jJ8bNfWGIL/KTL w
9WYcSnnAm_en.pdf.

291 Government of Netherlands, Call to action on responsible use of Al in the military
domain (Feb.16, 2023) Press Release,
https://www.government.nl/latest/news/2023/02/16/reaim-2023-call-to-action
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and challenges of the use of Al in the military domain and the need for all
stakeholders, including states, private sector, civil society and academia, to
collaborate and exchange information on responsible Al in the military
domain.”?%?

EdTech

In May 2022, in a global investigative report on the education
technology (EdTech) endorsed by for children’s education during the
pandemic, Human Rights Watch analyzed the technical and policy features
of Minecraft: Education Edition used in Australia. Human Rights Watch
found that the endorsements of this online learning platform put at risk or
directly violated children’s rights due their tracking abilities for advertising
purposes.

According to Human Rights Watch, in line with child data
protection principles as well as corporations’ human rights responsibilities
outlined in the United Nations Guiding Principles on Business and Human
Rights, EdTech and AdTech companies should not collect and process
children’s data for advertising. The report noted steps companies should
take to protect children’s rights, including working with governments to
define clear retention and deletion rules for children’s data collected during
the pandemic. Furthermore, governments should develop, refine, and
enforce modern child data protection laws and standards, and ensure that
children who want to learn are not compelled to give up their other rights in
order to do s0.2%}

Human Rights

Australia is a signatory to many international human rights treaties
and conventions. Freedom House ranked Australia very highly (97/100) in
2020 and 2021 and reported that, “Australia has a strong record of
advancing and protecting political rights and civil liberties. Challenges to
these freedoms include the threat of foreign political influence, harsh
policies toward asylum seekers, and ongoing difficulties ensuring the equal

292 Responsible Al in the Military domain Summit, REAIM Call to Action (Feb. 16,
2023), https://www.government.nl/documents/publications/2023/02/16/reaim-2023-call-
to-action

293 Human Rights Watch, How Dare They Peep into My Private Life (May 25, 2022),
https://www.hrw.org/report/2022/05/25/how-dare-they-peep-my-private-life/childrens-
rights-violations-governments.
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rights of indigenous Australians.”** In 2022, Freedom House ranked
Australia “free” however its status declined (95/100).%%3

OECD/G20 Al Principles

Australia has endorsed the OECD and the G20 AI Principles.
Regarding implementation of the AI Principles, the OECD notes the
Australia Roadmap for Al the Al Ethics Framework, and the Australia’s
Al Standards Roadmap, “intended to identify priority areas for Al standards
development and a pathway for Australian leadership on international
standardization activities for AL.”?*® The OECD also notes the work of
Australia on trustworthy Al for health.

Australia joined the Global Partnership on Al as a founding member
in June 2020.2°7 Minister Andrews stated, “Australia is committed to
responsible and ethical use of AI. Membership of the GPAI will allow
Australia to showcase our key achievements in Al and provide international
partnership opportunities which will enhance our domestic capability.”
Andrews further stated, “Membership of the GPAI will build on the work
the Government started at last year’s National Al Summit, which brought
together 100 AI experts to discuss the challenges and opportunities which
Al will present for the Australian economy.”

UNESCO Recommendation on Ethics of Al
In November 2021, Australia adopted the UNESCO
Recommendation on the Ethics of AL2® Its Al strategy was published

294 Freedom House, Freedom in the World 2020 — Australia (2020),
https://freedomhouse.org/country/australia/freedom-world/2020;;Freedom House,
Freedom in the World 2020 — Australia (2021),
https://freedomhouse.org/country/australia/freedom-world/2021.

295 Freedom House, Freedom in the World 2022,
https://freedomhouse.org/country/australia/freedom-world/2022.

29 OECD, G20 Digital Economy Task Force, Examples of National AI Policies (2020),
https://www.mcit.gov.sa/sites/default/files/examples-of-ai-national-policies.pdf; OECD
(2021), State of implementation of the OECD Al Principles: Insights from national Al
policies (Jun 18, 2021), https://doi.org/10.1787/1cd40c44-en; OECD (2021), An
overview of national Al strategies and policies (August, 2021),
https://goingdigital.oecd.org/data/notes/No14 ToolkitNote AlStrategies.pdf.

297 The Hon Karen Andrews MP, Minister for Industry, Science and Technology,
Australia joins global partnership on artificial intelligence (June 16, 2019),
https://www.minister.industry.gov.au/ministers/karenandrews/articles/australia-joins-
global-partnership-artifical-intelligence

298 UNESCO, UNESCO adopts first global standard on the ethics of artificial
intelligence, https://www.unesco.org/en/articles/unesco-adopts-first-global-standard-
ethics-artificial-intelligence.
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before the finalization of the UNESCO Recommendations and therefore
contains no explicit reference to the Recommendation. It remains to be
seen how Australia will implement it in practice.

Evaluation

Australia has set out an Al Roadmap and an Al Ethics Framework.
Australia has encouraged public participation in the development of Al
policy, joined the Global Partnership on Al and has a strong record on
human rights. Australia has independent agencies, including a national
regulator for privacy and freedom of information*®® and a human rights
commission that is engaged in Al oversight. Australia was also a cosponsor
of the GPA resolution on Accountability in the development and use of Al
However, questions have been raised about the adequacy of the Ethics
Framework and Australia should take steps to implement the UNESCO
Recommendation on the Ethics of Al. The modernization of Australia’s
data protection law to better protect the human rights has been going on for
several years but it is encouraging that it seems to be progressing. In the
meantime, concerns exist with regard to facial recognition and it remains to
be seen whether the modernization of Australia’s data protection law will
encompass this aspect as well.

299 Australian Government, Office of the Australian Information Commission, Human
Rights and Technology Discussion Paper (Dec. 2019),
https://tech.humanrights.gov.au/sites/default/files/2019-
12/TechRights2019_DiscussionPaper.pdf
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Austria

National Al Strategy

The Austrian Government presented the national Al strategy,
Artificial Intelligence Mission Austria 2030° (AIM AT 2030), in August
2021.3% The objectives are: A broad use of Al oriented to the common
good; Positioning Austria as an innovation location for Al in key areas and
fields of strength; Securing the competitiveness of Austria through the
development and use of Al

The Austrian strategy is guided by the two cornerstones of the
European Al strategy: an ecosystem for trust and an ecosystem for
excellence. Austria not only supports increased cooperation at the European
level, as proposed in the European Commission’s White Paper on AI*°! and
the EU AI Act,* but also intends to shape national Al ecosystems in line
with the European Al strategy.’%3

The Austrian strategy is based on a human-centered approach to Al
in order to ensure that resources are used to support fundamental European
values and respect and guarantee fundamental rights, such as privacy and
the principle of equality. Citizens’ involvement is also identified as key.3*
Regarding ethical principles,’® reference is made to the European High-
Level Expert Group on AI’s Ethics guidelines for trustworthy AI.3%
Accordingly, Al systems must fulfil three basic principles to be considered
trustworthy. They must:

- “be lawful by respecting all existing laws and regulations;

300 Federal Ministry of the Republic of Austria, Digital and Economic Affairs, Strategy of
the Austrian Federal Government for Artificial Intelligence, AIM AT 2030 (2021),
https://www.bmf.gv.at/dam/jcr:c1312d0a-6209-4€92-8631-aea93130e392/2021-
AIM_AT 2030 _UA-bf.pdf

301 White Paper on Artificial Intelligence: a European approach to excellence and trust,
COM(2020) 65 final, 19/02/2020,
https://ec.europa.eu/info/sites/default/files/commission-white-paper-artificial-
intelligence-feb2020_en.pdf

302 proposal for an Al Regulation laying down harmonised rules on artificial intelligence,
21/04/2021, COM/2021/206 final, https://eur-lex.europa.cu/legal-
content/EN/TXT/?qid=1623335154975&uri=CELEX%3A52021PC0206

303 AIM AT 2030, p. 20.

304 AIM AT 2030, p. 22.

305 Whereas the Council for Robotics and Artificial Intelligence [Rat fiir Robotik und
Kiinstliche Intelligenz (ACRAI)] laid the foundation to this discussion in the 2018 white
paper Die Zukunft Osterreichs mit Robotik und Kiinstlicher Intelligenz positiv gestalten,
https://www.acrai.at/wp-content/uploads/2020/03/ACRAI_White Paper EN.pdf

306 High-Level Expert Group on Artificial Intelligence, Ethics guidelines for trustworthy
AI (2019), https://digital-strategy.ec.europa.eu/en/library/ethics-guidelines-trustworthy-ai
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- respect ethical principles and values such as equality and fairness;

and
- be robust, both in a technical sense and from a societal
perspective.”3?7

The Strategy also mentions the need to establish a clear legal
framework that releases innovation in science and economy, reduces
uncertainties and at the same time guarantees legal certainty. The Austrian
Federal Government supports the creation of a Europe-wide legal
framework for Al applications to avoid isolated national solutions.

The Federal Ministry Republic of Austria Climate Action,
Environment, Energy, Mobility, Innovation and Technology is in charge of
Al policy. Under the broad topic of innovation, the Ministry oversees topics
such as digital policy, international/EU aspects, future mobility, research
technology and innovation policy in Austria.%

The Austrian Council on Robotics and Artificial Intelligence
(ACRAI) which consisted of experts on robotics, and artificial
intelligence from industry, research and teaching used to advise the
Federal Ministry Republic of Austria Climate Action, Environment,
Energy, Mobility, Innovation and Technology on top priorities, topical
issues, challenges, risks, on the use of artificial intelligence as well as
robotics and autonomous systems. ACRAI's mandate expired in October
2021 and the council was subsequently disbanded**°.

An interministerial working group chaired by the Federal Ministry
for Climate Protection, Environment, Energy, Mobility, Innovation and
Technology and the Federal Ministry of Science, Research and Economy is
to be set up to accompany the implementation of the strategy and to promote
regular updates. In addition, the ongoing involvement of the relevant
stakeholders and the public will be ensured. This is to be done in part
through 64 defined measures.!°

In Austria, Research and Technology Reports are compiled
annually. The focus lies on current topics of national and international
research and technology. Reports include information on current
developments and trends, extensive data on research and development, as

307 Federal Ministry of the Republic of Austria, Digital and Economic Affairs, Strategy of
the Austrian Federal Government for Artificial Intelligence, AIM AT 2030 (2021), p. 27,
https://www.bmf.gv.at/dam/jcr:c1312d0a-6209-4€92-8631-aea93130e392/2021-
AIM_AT 2030 UA-bf.pdf

308 Federal Ministry Republic of Austria Climate Action, Environment, Energy, Mobility,
Innovation and Technology “Innovation”,
https://www.bmk.gv.at/en/topics/innovation.html

309 Austrian Council on Robotics and Artificial Intelligence (2021), https://www.acrai.at/
310 4IM AT 2030, p. 62.
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well as priority topics. Currently, the Government of Austria does not offer
any specific annual report about developments regarding Al or monitoring
the implementation of the Al strategy.®!!

Public Participation

Experts and other stakeholders were involved in the development of
the national AI strategy.’'> The strategy also provides for broad
participation of civil society organizations, intermediaries, and citizens in
the implementation of the measures. Furthermore, the Federal Government
endeavors to formulate its target provisions in close coordination and
comprehensive agreement with the fundamental values and objectives of
the European Union. With this strategy, Austria is thus also contributing to
the promotion of Europe's industrial and technical performance regarding
Al

Data Protection

Since Austria is an EU Member State, the General Data Protection
Regulation (GDPR)3 is directly applicable in Austria and to Austrians. The
aim of the GDPR is to “strengthen individuals’ fundamental rights in the
digital age and facilitate business by clarifying rules for companies and
public bodies in the digital single market. A single law will also do away
with the current fragmentation in different national systems and
unnecessary administrative burdens.”*** The GDPR entered into force on 24
May 2016 and applies since 25 May 2018. The Austrian Data Protection
Act (DSG) supplements the GDPR .35

According to Article 35(4) GDPR, national supervisory authorities
shall compose and publish the list of processing operations that requires
performing a data protection impact assessment. According to the list

311 Austrian Federal Ministry of Education, Science and Research, Austrian Research
and Technology Report, (2022)
https://www.bmbwf.gv.at/en/Topics/Research/Research-in-Austria/Services/FTB.html
312 The Austrian Council on Robotics and AI (ACRAI) served as an advisor to the
Government and its departments until 23 October 2021, https://www.acrai.at/en/home/
313 Regulation (EU) 2016/679 of the European Parliament and of the Council of 27 April
2016 on the protection of natural persons with regard to the processing of personal data
and on the free movement of such data, https://eur-lex.europa.cu/EN/legal-
content/summary/general-data-protection-regulation-gdpr.html

314 European Commission, Data protection in the EU,
https://commission.europa.eu/law/law-topic/data-protection/data-protection-eu_en

315 Federal Act concerning the Protection of Personal Data (Datenschutzgesetz - DSG),
(entered into force on May 25, 2018),
https://www.ris.bka.gv.at/Dokumente/Erv/ERV_1999 1 165/ERV_1999 1 165.html
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established by the Austrian DPA, a data protection impact assessment is
necessary in some cases involving Al use. These concern:

“- processing which involves an assessment or classification of
natural persons - including the compilation of profiles and forecasts - for
purposes relating to the performance of the person's work, economic
situation, health, personal preferences and interests, reliability or behaviour,
location or movements, and which is based solely on automated processing
and may have negative legal, physical or financial consequences.

- processing of data for the purpose of evaluating the behaviour and
other personal aspects of natural persons and which may be used by third
parties to make automated decisions that have legal effects on the persons
evaluated or similarly significantly affect them.

- processing of data using or applying new or novel technologies or
organisational solutions which make it difficult to assess the impact on data
subjects and the social consequences, in particular through the use of
artificial intelligence and the processing of biometric data, provided that the
processing does not involve the mere real-time reproduction of facial
images.

- merging and/or cross-checking of data sets consisting of two or
more processing operations carried out for different purposes and/or by
different controllers, in the framework of a data processing operation going
beyond the processing operations normally expected of a data subject,
where the use of algorithms makes it possible to take decisions which
significantly affect the data subject.”*!°

Regarding the activities of law enforcement authorities, Austria
transposed the EU Data Protection Law Enforcement Directive (LED)?!”
with the DSG as well.>!® “The directive protects citizens' fundamental right
to data protection whenever personal data is used by criminal law
enforcement authorities for law enforcement purposes. It will in particular
ensure that the personal data of victims, witnesses, and suspects of crime

318 Regulation of the Data Protection Authority on processing operations for which a
data protection impact assessment is required (DSFA-V) (2018),
https://edpb.europa.cu/sites/default/files/decisions/at_sa_dpia_final decision.pdf

317 Directive (EU) 2016/680 of the European Parliament and of the Council of 27 April
2016 on the protection of natural persons with regard to the processing of personal data
by competent authorities for the purposes of the prevention, investigation, detection or
prosecution of criminal offences or the execution of criminal penalties, and on the free
movement of such data, and repealing Council Framework Decision 2008/977/JHA,
https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=celex%3A02016L.0680-20160504
318 Federal Act concerning the Protection of Personal Data (Datenschutzgesetz - DSG),
(entered into force on May 25, 2018),
https://www.ris.bka.gv.at/Dokumente/Erv/ERV_1999 1 165/ERV_1999 1 165.html
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are duly protected and will facilitate cross-border cooperation in the fight
against crime and terrorism.”*!” The LED provides for the prohibition of
any decision based solely on automated processing, unless it is provided by
law, and of profiling that results in discrimination.*?° The LED also requires
for Member States, including Italy, to enable data subjects to exercise their
rights via national data protection authorities.??!

“Consistency and a high level of protection among Member States
is key in order to ensure effective judicial cooperation in criminal matters
and police cooperation. The LED provides for the European Data Protection
Board (EDPB) to issue guidelines, recommendations and best practices (on
its own initiative or at the Commission’s request) in order to ensure that the
Member States apply the LED consistently.”3?> The EDPB currently
chaired by Andrea Jelinek, the head of the Austrian Data Protection
Authority (DPA), has produced guidelines on the use of facial recognition
technologies in the area of law enforcement.’? “EDPB Chair Andrea
Jelinek said: “While modern technologies offer benefits to law enforcement,
such as the swift identification of suspects of serious crimes, they have to
satisfy the requirements of necessity and proportionality. Facial recognition
technology is intrinsically linked to processing personal data, including
biometric data, and poses serious risks to individual rights and freedoms.”
The EDPB stresses that facial recognition tools should only be used in strict
compliance with the Law Enforcement Directive (LED). Moreover, such
tools should only be used if necessary and proportionate, as laid down in
the Charter of Fundamental Rights.”3%*

319 European Commission, Data protection in the EU,
https://commission.europa.eu/law/law-topic/data-protection/data-protection-eu_en

320 Article 11 (1) and (2) of the LED, https://eur-lex.europa.eu/legal-
content/EN/TXT/?uri=celex%3A020161.0680-20160504

321 Article 17 of the LED.

322 Communication from the Commission to the European Parliament and the Council,
First report on application and functioning of the Data Protection Law Enforcement
Directive (EU) 2016/680 (‘LED’) (July 25, 2022), https://eur-lex.europa.eu/legal-
content/EN/TXT/?uri=CELEX%3A52022DC0364&qid=1658824345764+#footnote136
323 European Data Protection Board, Guidelines 05/2022 on the use of facial recognition
technology in the area of law enforcement (May12, 2022),
https://edpb.europa.eu/system/files/2022-05/edpb-

guidelines 202205 frtlawenforcement en 1.pdf

324 European Data Protection Board, EDPB adopts Guidelines on calculation of fines &
Guidelines on the use of facial recognition technology in the area of law enforcement,
Press release (May 16, 2022), https://edpb.europa.cu/news/news/2022/edpb-adopts-
guidelines-calculation-fines-guidelines-use-facial-recognition en
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The EU Charter of Fundamental Rights more generally provides that
EU citizens have the right to protection of their personal data. Article 8 of
the Charter states that: “Everyone has the right to the protection of personal
data concerning him or her. Such data must be processed fairly for specified
purposes and on the basis of the consent of the person concerned or some
other legitimate basis laid down by law.”

Austria is also a member of the Council of Europe and ratified the
Council of Europe’s Convention 108+ for the protection of individuals with
regard to the processing of personal data.??>

The Austrian DPA is a member of the Global Privacy Assembly
(GPA) since 2002. The DPA did not endorse the 2018 GPA Declaration on
Ethics and Data Protection in Artificial Intelligence;*?® the 2020 GPA
Resolution on AT Accountability;*?” or the 2022 GPA Resolution on Facial
Recognition Technology.?8

Algorithmic Transparency

Austria is subject to the GDPR, as well as Convention 108+ since
July 2022. Austrians have a general right to obtain access to information
about automated decision-making and to the factors and logic of an
algorithm 3%’

The 2020 Recommendation of the Council of Europe Committee of
Ministers on human rights impacts of algorithm systems*° specifically

325 Council of Europe, Modernised Convention for the Protection of Individuals with
Regard to the Processing of Personal Data (May 18, 2018),
https://www.coe.int/en/web/data-protection/convention108-and-protocol

326 Global Privacy Assembly, Declaration on Ethics and Data Protection in Artificial
Intelligence (Oct. 23, 2018), https://globalprivacyassembly.org/wp-
content/uploads/2018/10/20180922 ICDPPC-40th_Al-Declaration ADOPTED.pdf

327 Global Privacy Assembly, Resolution on Accountability in the Development and Use
of Artificial Intelligence (Oct. 2020), https://globalprivacyassembly.org/wp-
content/uploads/2020/10/FINAL-GPA-Resolution-on-Accountability-in-the-
Development-and-Use-of-AI-EN-1.pdf

328 Global Privacy Assembly, Resolution on Principles and Expectations for the
Appropriate Use of Personal Information in Facial Recognition Technology (Oct. 2022),
https://globalprivacyassembly.org/wp-content/uploads/2022/11/15.1.c.Resolution-on-
Principles-and-Expectations-for-the-Appropriate-Use-of-Personal-Information-in-Facial-
Recognition-Technolog.pdf

329 See Recital 63 and Article 22 of the GDPR. Atticle 9 ¢) of the Convention 108+ as
well as Recital 77, Explanatory Report, Convention 108+, p. 24,
https://rm.coe.int/convention-108-convention-for-the-protection-of-individuals-with-
regar/16808b36f1

330 Recommendation CM/Rec(2020)1 of the Committee of Ministers to member States on
the human rights impacts of algorithmic systems (April 8, 2020),
https://search.coe.int/cm/pages/result_details.aspx?objectid=09000016809¢1154
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emphasizes requirements on transparency, accountability and effective
remedies. With regard to transparency, the Recommendation provides that
“States should establish appropriate levels of transparency with regard to
the public procurement, use, design and basic processing criteria and
methods of algorithmic systems implemented by and for them, or by private
sector actors. The legislative frameworks for intellectual property or trade
secrets should not preclude such transparency, nor should States or private
parties seek to exploit them for this purpose. Transparency levels should be
as high as possible and proportionate to the severity of adverse human rights
impacts, including ethics labels or seals for algorithmic systems to enable
users to navigate between systems. The use of algorithmic systems in
decision-making processes that carry high risks to human rights should be
subject to particularly high standards as regards the explainability of
processes and outputs.”?!

The Recommendation also clarifies with regard to “contestability:
Affected individuals and groups should be afforded effective means to
contest relevant determinations and decisions. As a necessary precondition,
the existence, process, rationale, reasoning and possible outcome of
algorithmic systems at individual and collective levels should be explained
and clarified in a timely, impartial, easily-readable and accessible manner
to individuals whose rights or legitimate interests may be affected, as well
as to relevant public authorities. Contestation should include an opportunity
to be heard, a thorough review of the decision and the possibility to obtain
a non-automated decision. This right may not be waived, and should be
affordable and easily enforceable before, during and after deployment,
including through the provision of easily accessible contact points and
hotlines.”33?

Research show that the Public Employment Service Austria (AMS)
makes use of algorithmic profiling of job seekers, and there have been
concerns about notable discrimination and bias.?*3 Algorithm Watch also
disclosed that the sorting algorithm used in Austria for employment gives

31 Recommendation CM/Rec(2020)1 of the Committee of Ministers to member States on
the human rights impacts of algorithmic systems (April 8, 2020),
https://search.coe.int/cm/pages/result_details.aspx?objectid=09000016809¢1154

32 Recommendation CM/Rec(2020)1 of the Committee of Ministers to member States on
the human rights impacts of algorithmic systems (April 8, 2020),
https://search.coe.int/cm/pages/result_details.aspx?objectid=09000016809¢1154

333 Nicolas Kayser-Bril, Austria’s employment agency rolls out discriminatory algorithm,
sees no problem (2020),
https://algorithmwatch.org/en/austrias-employment-agency-ams-rolls-out-discriminatory-

algorithm/
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lower scores to the disabled and women, and women with children are given
even more negative weight.>** On this matter, the Australian Federal
Administrative Court rendered a decision before Austria ratified the
Modernized Convention 108. The Court held at the time that the Public
Employment Service could lawfully process personal data belonging to
jobseekers as this was necessary in order to guarantee a well-functioning
labour market. This is outlined in Austrian law and it is in the substantial
public interest in line with Article 9(2)(g) GDPR.”35 On the one hand, the
Court stressed that “there are no indications that such data processing is not
sufficiently clear in section 25 AMSG and is not otherwise regulated by
means of adequate and specific measures to protect the fundamental rights
and interests of the person concerned. It should be noted that the result of
(any) assessment undoubtedly depends not only on the (personal) data used,
but also on who or what carries out the assessment and how the individual
factors (data) are weighted in each case. An assessment based on the same
(personal) data may therefore not always lead to the same result. However,
this does not change the fact that the result is based on the same (personal)
data and thus the same information.” On the other hand, the Court pointed
out that “the case of an automated decision, which is separately regulated
by Article 22 of the GDPR, is not given here, because the assessment of
labour market opportunities is only to be carried out with the help of AMAS.
The final decision on a jobseeker's chances of finding work and his or her
further support remains with the counsellors, and not only were guidelines
and instructions issued by the Public Employment Service to its employees,
but training courses were also held.”33¢

In September 2020, the DPA ruled on a case concerning the
calculation of marketing scores. The “scores consisted of alleged
likelihoods (expressed in a percentage number) that the complainant would
belong to certain demographic groups, such as ‘“conservatives”,
“traditionalists”, “hedonists” or “digital individualists”.>3” The complainant
sent an access request under Article 15(1)(h) GDPR on how the marketing
scores had been calculated. The respondent refused to access to the request

334 Nicolas Kayser-Bril, Austria’s employment agency rolls out discriminatory algorithm,
sees no problem (2020),
https://algorithmwatch.org/en/austrias-employment-agency-ams-rolls-out-discriminatory-
algorithm/

335 GDPR hub, BVwG — W2562235360-1, (31/03/2021).
https://gdprhub.eu/index.php?title=BVwG - W256 2235360-1

336 GDPR hub, BVwG — W2562235360-1, (31/03/2021).
https://gdprhub.eu/index.php?title=BVwG - W256 2235360-1

337 GDPR hub, DSB (Austria) - 2020-0.436.002,
https://gdprhub.eu/index.php?title=DSB_(Austria) - 2020-0.436.002
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because the requested information qualified as a trade secret. The DPA first
held that the marketing scores constitute personal data under Article 4(1)
GDPR. The processing activities leading to the creation of the marketing
scores constitute profiling within the meaning of Article 4(4) GDPR.
According to the DPA, the right to information under Article 15(1)(h)
GDPR is not limited to cases of automated decision making. The DPA
further held that the respondent was not required to disclose the algorithm,
source code or compiler code used when creating the marking scores (as
this would most likely qualify as a trade secret under Directive
2016/943/EU. However the respondent “had to provide the following
information in connection with the score calculation: parameters / input
variables and how they came about (e.g. using statistical information);
effect of the parameters/input variables on the score; explanation of why the
data subject was assigned to a particular evaluation result; list of possible
profile categories or similar equivalent information that enable the data
subject to exercise his or her rights of rectification and erasure and to review
the lawfulness of processing.”

Facial Recognition

Since December 2017, 25 "E-Gates", where border controls are
supported by facial recognition, have been installed at the Vienna
International Airport in Austria. Manual border controls have also
remained in place.?®

After a one-year test phase, facial recognition for law enforcement
has been in regular operation in Austria since August 2020. The police can
only use digital image comparison if there is a suspicion of the commission
of an intentional judicially punishable act in the case of unknown
perpetrators. The Ministry of the Interior published information about the
use of the software after parliamentary inquiries.’*® Accordingly, the
Federal Criminal Police Office may use the system to investigate intentional
acts, authorized by the judiciary, regardless of the level of punishment for
an offense. Whether Austrian law allows for such practice has been the
object of a controversy in Austria. 34

338 passenger Self Service, Vienna International Airport installs ABC eGates from
secunet (Dec. 19, 2017), https://www.passengerselfservice.com/2017/12/vienna-
international-airport-installs-abc-egates-secunet/

33 Federal Ministry of the Interior, Query Response Parliamentary Question No. 2648/J:
"Findings from the Test Operation of the Face Recognition System (2662/4B)," (Sept. 4,
2020) https://www.parlament.gv.at/PAKT/VHG/XXVII/AB/AB_02662/index.shtml#

349 Florian Terharen-Schoenherr, Facial recognition technology: regulations and use —
Austria (Apr. 6, 2021), https://iclg.com/briefing/16092-facial-recognition-technology-
regulations-and-use-austria
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Predictive Policing

Efforts to base police work on computer-assisted forecasts have
existed in Austria since 2004.>*! Due to the increasing importance of big
data and Al an increase and expansion of predictive policing methods is to
be expected in the next few years. Most of the predictive policing methods
developed or applied in Austria do not affect the scope of protection of the
right to respect for privacy (Art 8 ECHR, Art 7 GRC) or the fundamental
right to data protection (Art 1 § 1 Abs 1 DSG, Art 8 GRC), and are intended
in particular to support the patrol service and burglary prevention.’*? The
situation was different with the project called INDECT, in which an
Austrian university, the FH Technikum Wien, was also involved.’# In this
project, personal data from social media was to be combined with retained
data and video recordings in order to be able to identify “abnormal
behavior” at an early stage. The project was funded by the European
Commission from 2009 to 2014.3* Neither the official project website, nor
the official project website of the FH Technikum Wien show further
information on this project.*

Automated Tax Fraud Detection

The Austrian Ministry of Finance operates the Predictive Analytics
Competence Center (PACC). The expectation is that the use of Al will make
a significant contribution to establishing a more efficient risk management
structure with an increased efficiency in auditing, fraud prevention and tax
collection.>*6

Approximately 6 million income tax disclosures and 1.4 million
applications for COVID-19 assistance payments were reviewed by PACC

341 Adensamer and Klausner, Ich weiss, was du néichsten Sommer getan haben wirst:
Predictive Policing in Osterreich (2019), 419,
https://doi.org/10.33196/juridikum201903041901

342 Adensamer and Klausner, Ich weiss, was du néichsten Sommer getan haben wirst:
Predictive Policing in Osterreich (2019), 419,
https://doi.org/10.33196/juridikum201903041901

3% Laub, INDECT: Anonymous macht gegen totale Uberwachung mobil, der Standard
(July 20, 2012), https://derstandard.at/1342139631592/INDECT-Totale-Ueberwachung-
als-EU-Projekt

344 Antonio Tajani, Answer to a written question - Indect project, data protection breach
- E-1332/2010 and E-1385/2010 (May 3, 2020)
https://www.europarl.europa.eu/doceo/document/E-7-2010-1332-ASW_EN.html

345 Adensamer and Klausner, Ich weiss, was du néiichsten Sommer getan haben wirst:
Predictive Policing in Osterreich, pp. 8-10 (2019),
https://doi.org/10.33196/juridikum201903041901

346 Federal Ministry of Finance (2022).
https://www.bmf.gv.at/themen/betrugsbekaempfung/einheiten-
betrugsbekaempfung/Predictive-Analytics-Competence-Center.html
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in an automated manner. Based on machine learning, potential fraud
scenarios are derived from a variety of historical data sources. This method
is used, among other things, for the selection of tax audits, plausibility
checks of tax returns, and the evaluation of start-ups and applications of
all kinds. The Ministry of Finance claims that this will make it easier to
detect tax evasion, including customs fraud.?*’

User Tracking and Website Analytics

Many websites use tracking technologies to track users and show
them personalized advertisement. The Austrian Data protection Authority,
after declaring the use of Google Analytics illegal,>*® held a similar decision
with regard to the “Facebook Login” and “Meta Pixel” tools provided by
Meta.’* If these tools are used, data is inevitably transferred to the United
States, where the data is at risk of intelligence surveillance. Such transfer
would contravene the European Court of Justice’s 2020 Schrems II
decision. According to NOYB, “there is no information if a penalty was
issued or if the DSB is planning to also issue a penalty. The GDPR foresees
penalties of up to € 20 million or 4% of the global turnover in such cases,
but data protection authorities seem unwilling to issue fines, despite
controllers ignoring two CJEU rulings for more than two years.”>°

Lethal Autonomous Weapons

Austria supports a legally binding instrument that would ban
autonomous weapons and systems that are not meaningfully controlled by
humans.?>! At the virtual conference, “Safeguarding Human Control over
Autonomous Weapon Systems™ held in September 2021,%52 the Austrian
Ministry for European and International Affairs through the Federal

347 Austria Press Agency (Sept. 2022)

https://www.ots.at/presseaussendung/OTS 20220911 OTS0004/bmfspezialeinheit-pacc-
2021-rund-6-mio-arbeitnehmerveranlagungen-und-14-mio-antraege-auf-covid-19-
hilfszahlungen-ueberprueft

348 GDPRhub, DSB (Austria) - 2021-0.586.257 (D155.027) (Dec. 12, 2021),
https://gdprhub.eu/index.php?title=DSB_(Austria) - 2021-0.586.257 (D155.027)
349 GDPRhub, DSB (Austria) - 2022-0.726.643 (March 3, 2023),
https://gdprhub.eu/index.php?title=DSB_(Austria) - 2022-0.726.643

39 noyb, Austrian DSB.: Meta Tracking Tools Illegal (March 16, 2023),
https://noyb.eu/en/austrian-dsb-meta-tracking-tools-illegal

351 DW Akademie “Austria wants ethical rules on battlefield killer robots”
https://www.dw.com/en/austria-wants-ethical-rules-on-battlefield-killer-robots/a-
55610965 1

352 Austrian Ministry for European and International Affairs
https://www.reachingcriticalwill.org/resources/calendar/event/15378-safeguarding-
human-control-over-autonomous-weapon-systems 1
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Minister for European and International Affairs of Austria, situated
themselves as the vanguard of many disarmaments, non-proliferation, and
arms control issues. They also talked about the challenges of Al, and
questioned algorithms which make death or life decisions based on ethics,
morality and law and called for a legal norm in the form of a treaty to ensure
human control.3>3

Austria was among the 70 countries that endorsed a joint statement
on autonomous weapons systems at the 2022 United Nations General
Assembly. The joint statement urged “the international community to
further their understanding and address these risks and challenges by
adopting appropriate rules and measures, such as principles, good practices,
limitations and constraints. We are committed to upholding and
strengthening compliance with International Law, in particular International
Humanitarian Law, including through maintaining human responsibility
and accountability in the use of force.”3>*

Human Rights

According to Freedom House, Austria scores highly for political
rights and civil liberties 2022 (93/100), and 1is designated as
“Free.”3%>Austria was the 70th country that joined the United Nations and
is party to the most important international legal instruments for the
protection and defence of human rights.3>

With regards to Al policy, as part of the objectives contained in its
Al Strategy, Austria states that it will deploy Al responsibly targeting the
common good relying on fundamental human rights.>>” The strategy further
provides that a human-rights compliant framework is being created in
partnership with European partners in order to ensure that fundamental
rights issues are tackled.?>®

In a 2020 Recommendation to member States on the human rights
impacts of algorithmic systems, the Council of Europe Committee of

353 Austrian Ministry for European and International Affairs
https://www.reachingcriticalwill.org/resources/calendar/event/15378-safeguarding-
human-control-over-autonomous-weapon-systems

354 United Nations (UN) General Assembly, First Committee, Joint Statement on Lethal
Autonomous Weapons Systems First Committee, 77" United Nations General Assembly
Thematic Debate — Conventional Weapons (Oct. 21, 2022),
https://estatements.unmeetings.org/estatements/11.0010/20221021/A1j;J8bNfWGIL/KLw
IWYcSnnAm_en.pdf

355 Freedom House, Freedom in the World 2021 — Austria,
https://freedomhouse.org/country/austria/freedom-world/2021

356 United Nations, The United Nations in Vienna, https://www.unvienna.org/

337 AIM AT 2030.

358 4IM AT 2030.
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Ministers recalled that “[c]onsidering that member States of the Council of
Europe have committed themselves to ensuring the rights and freedoms
enshrined in the Convention for the Protection of Human Rights and
Fundamental Freedoms to everyone within their jurisdiction and that this
commitment stands throughout the continuous processes of technological
advancement and digital transformation that European societies are
experiencing; Reaffirming that, as a result, member States must ensure that
any design, development and ongoing deployment of algorithmic systems
occur in compliance with human rights and fundamental freedoms, which
are universal, indivisible, inter-dependent and interrelated, with a view to
amplifying positive effects and preventing or minimising possible adverse
effects.”>

OECD Al Principles

Austria has endorsed the OECD and G20 Al Principles. Regarding
implementation, the OECD notes that Austria is actively involved in
relevant international organizations, the EU and other processes and its Al
strategy specifically addresses “human-centered values and fairness,
robustness, security and safety, inclusive growth, sustainable development
and well-being, investing in AI R&D and providing an enabling policy
environment for AI.”3%°

Austria is not a member of the Global Partnership on Al, a multi-
stakeholder initiative which aims to foster international cooperation on Al
research and applied activities and which is “built around a shared
commitment to the OECD Recommendation on Artificial Intelligence.”3%!

UNESCO Recommendation on the Ethics of Artificial Intelligence
Austria has endorsed the UNESCO Recommendations on Al, the
first ever global agreement on the ethics of AL3%2

359 Recommendation CM/Rec(2020)1 of the Committee of Ministers to member States on
the human rights impacts of algorithmic systems (Apr. 8, 2020),
https://search.coe.int/cm/pages/result_details.aspx?objectid=09000016809¢1154

360 OECD Al Observatory, 41 Mission Austria 2030, https://oecd.ai/en/dashboards/policy-
initiatives/http:%2F%2Faipo.oecd.org%2F2021-data-policylnitiatives-24233

361 Government of Canada, Canada concludes inaugural plenary of the Global
Partnership on Artificial Intelligence with international counterparts in Montreal (Dec.
4, 2020), https://www.globalprivacyblog.com/legislative-regulatory-developments/uae-
publishes-first-federal-data-protection-law/.

362 United Nations Educational, Scientific and Cultural Organization (UNESCO),
UNESCO member states adopt the first ever global agreement on the Ethics of Artificial
Intelligence (Nov. 2021), https://www.unesco.org/en/articles/unesco-member-states-
adopt-first-ever-global-agreement-ethics-artificial-intelligence.
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Evaluation

The Austrian Al strategy, released in late 2021, follows the larger
goals of the EU strategy, emphasizing both excellence and the protection of
fundamental rights. Austria has emphasized public participation in the
development of the national Al strategy and receives expert advice from the
Austrian Council on Robotics and Artificial Intelligence, which has stressed
the importance of human-centric Al. Following the discontinuation of this
Council, it remains to be seen when and how it will be replaced. Austria
ranks highly for traditional human rights protection and is active at the
OECD, although it is not a member of the Global Partnership on Al In July
2022, Austria ratified the Modernized Convention 108 of the Council of
Europe which includes an important provision on algorithmic transparency.
This should avoid any doubts in the future regarding the scope of
application of the right to algorithmic transparency. It remains to be seen
how Austria’s endorsement of the UNESCO Recommendation on the
Ethics of Al will translate in practice. Concerns also persist regarding the
use of Al techniques for facial surveillance and predictive policing.
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Azerbaijan

National Al Strategy

In recent years, Azerbaijan has taken an active interest in Artificial
Intelligence and new technologies to reform the country’s economy and
extend internal security and policing.’®® The Ministry of Economy of the
Republic of Azerbaijan announced in February 2022 that the country would
establish an Al Strategy*®*. In December 2022, the Acting Chairperson at
the Innovation and Digital Development Agency of the Ministry of Digital
Development and Transport, Inara Valiyeva, declared that the Al strategy
would be finalized by the end of 2023. The Minister also emphasized that
the Azerbaijan Artificial Intelligence Lab created under the Ministry was an
important effort in this direction.**

In 2016, Azerbaijan approved the “Strategic Roadmap for
Development of Telecommunications and Information Technologies in the
Azerbaijan Republic” (hereinafter Roadmap)*%°. The Roadmap focuses on
Information Communication Technology (hereinafter ICT) sector and sets
three main strategic targets:

e [mprove governance structures and strengthen ICT;

e Increase productivity and operational efficiency of the business
environment;

e Digitize government and social environment®¢’.

363 Vahid Aliyev, Azerbaijan’s newfound orientation towards Artificial Intelligence and
Robots (May 20, 2020), https://www.researchgate.net/profile/Vahid-
Aliyev/publication/341598034 Azerbaijan's newfound orientation towards Artificial I
ntelligence_and Robots/links/5¢c9301092851c11a8817e42/Azerbaijans-newfound-
orientation-towards-Artificial-Intelligence-and-Robots.pdf

364 Azernews, Azerbaijan to develop national artificial intelligence strategy (Feb. 11,
2022) https://www.azernews.az/nation/189013.html

365 Qazet.az, The National Artificial Intelligence Strategy in Azerbaijan will be ready next
year (Dec. 16, 2022), https://qazet.az/en/the-national-artificial-intelligence-strategy-in-
azerbaijan-will-be-ready-next-year

366 The President of the Republic of Azerbaijan, Strategic Roadmap for Development of
Telecommunications and Information Technologies in Azerbaijan Republic (Dec. 6,
2016)
https://monitoring.az/assets/upload/files/668372968418895¢1668803607932190.pdf

367 The Asian Development Bank, Country Diagnostics Azerbaijan: Country Digital
Development Overview, (Jan., 2019), pg. 2
https://www.adb.org/sites/default/files/institutional-document/484586/aze-digital-
development-overview.pdf
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In February 2021, Azerbaijan adopted its “2030 vision: National
Priorities on Socio-Economic Development,”*%® which highlighted
the importance of technological transformation.

Both the Ministry of Economy and the Ministry of Digital
Development and Transport have been active in areas related to Al
adoption. The Ministry of Economy manages the Center for Analysis and
Coordination of the Fourth Industrial Revolution established by
Presidential Decree of January 6, 2021. The mandate of the center is to
respond to global challenges and trends including artificial intelligence.*®
In October 2021, another Presidential Decree established the Innovation and
Digital Development Agency under the Ministry of Digital Development
and Transport This decision aimed to “improve governance in the field of
digitalization, innovation, high technologies and communications in the
Republic of Azerbaijan.”37°

Public Participation

Azerbaijan needs to establish a process for public consultations for
matters of policy in Al or policies in general. The country is committed, as
a member of the Council of Europe (CoE) to implement the National Action
Plan for the Promotion of Open Government 2020-2022, which among
several goals, is intended to enhance digitalization, enhance civilian
oversight, expand public participation and prevent corruption.’”
Azerbaijan, is part of the Enlarged Partial Agreement of the North-South
Centre of the Council of Europe (NSC), to encourage a bottom-up dialogue
between civil society and other democratic governance actors around four
goals: global development education, youth co-operation, women
empowerment and migration.

Data Protection

Data Protection is enshrined in the Constitution of the Republic of
Azerbaijan. Article 32, paragraph VIII establishes the right to inviolability
of private life, and states that the “scope of the personal information, as well

368 The President of Azerbaijan, Order of the President of the Republic of Azerbaijan on
approval of “Azerbaijan 2030: National Priorities for Socio-Economic Development”
(Feb. 2, 2021), https://president.az/en/articles/view/50474

369 Ministry of Economy of the Republic of Azerbaijan, Fourth Industrial Revolution,
https://www.economy.gov.az/en/page/dorduncu-senaye-ingilabi .

370 Ministry of Digital Development and Transport of the Republic of Azerbaijan,
Innovation and Digital Development Agency public legal entity.
https://mincom.gov.az/en/view/organization/35/

371 Council of Europe. Action Plan Azerbaijan 2022-2025 (Feb 1, 2022).
https://rm.coe.int/action-plan-azerbaijan-2022-2025-eng/1680a59aa3
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as the conditions of their processing, collection, passing, use and protection
is prescribed by law.>7?

The country’s data protection laws also currently encompass three
bodies of legislation:*”® (1) the Law on State Secrets,*”* (2) the 1998 Law on
Data, Data Processing and Data Protection and (3) the 2010 Law on
Personal Data.?”> The Personal Data Law provides for data subjects’ right
to be informed, right to access, right to rectification, right to erasure, right
to object opt-out, and right not to be subject to automated decision-making
(unless this is required by law). The Law regulates the collection, processing
and protection of personal data, in the public and private sectors. The Law
also covers cross-border transfer of personal data, and the rights and
obligations of public bodies and local authorities, individuals and legal
entities operating in this field.

The Ministry of Transport, Communications and High Technologies
(MTCHT) is the authority tasked with the implementation of this Law. A
2018 Decree of the President of the Republic of Azerbaijan dated January
2018 authorizes the MTCHT to®”® exercise the authority to avoid
infringements of the provision of the law, ensure information security,
verify compliance in collection, processing and protection of personal data,
and keep registry on information resources related to personal data. Are also
involved in the implementation of the data protection legal regime: the
Ministry of Communications and High Technologies, State Security
Service, the Ministry of Internal Affairs, and the Ministry of Justice and
Special State Protection Service.?””

Azerbaijan is a Party to Convention 108 or Convention for the
Protection of Individuals with regard to Automatic Processing of Personal

372 President of the Republic of Azerbaijan Ilham Aliyev, Constitution of the Republic of
Azerbaijan, https://president.az/en/pages/view/azerbaijan/constitution .

373 Council of Europe. Action Plan for Azerbaijan 2022-2025 (Feb 1, 2022).
https://rm.coe.int/action-plan-azerbaijan-2022-2025-eng/1680a59aa3

374 Law of 7 September 2004 No. 733-11Q Azarbaycan Respublikasimin Odliyya Nazirliyi
Hiiquqi aktlarin vahid elektron bazasi, Déviat sirri hagqinda Azarbaycan Respublikasinin
Qanunu, https://e-qanun.az/framework/5526

375 Was adopted by the Milli Majlis of the Republic of the Azerbaijan on 11 May 2010
upon the Law No 998-111Q. Azarbaycan Respublikasinin Milli Maclisi, Fordi malumatlar
haqqinda Azarbaycan Respublikasinin Qanunu, https://meclis.gov.az/news-
ganun.php?id=1201&lang=az

376 E-gov, Regulations of the Ministry of Transport, Communications and High
Technologies of the Republic of Azerbaijan, https://www.e-gov.az/en/news/read/630

377 Council of Europe, Data Protection systems in the Republic of Azerbaijan, December
2016, https://rm.coe.int/16806ee927
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Data.?”® Convention 108 reaffirms the fundamental values of respect for
privacy. Article 5 defines the need for personal data to be “obtained and
processed fairly and lawfully.” Convention 108 requires Azerbaijan to
establish an independent dedicated authority for the data protection system.

The Council of Europe (CoE) Action Plan for Azerbaijan 2022-2025
launched in April 2022 has a specific chapter on data protection and
artificial intelligence. Azerbaijan is committed to:

e move closer to signing and ratifying the Convention for the
Protection of Individuals with regard to Automatic Processing of
Personal Data (Convention 108+).

e adopt legislation compliant with the Convention for the Protection
of Individuals with regard to Automatic Processing of Personal Data
(ETS No. 108).

e cestablish a dedicated independent authority for personal data
protection.

e disseminate and implement Council of Europe guidelines on the use
of artificial intelligence.

e Conduct an awareness-raising campaign on the importance of data
protection for the benefit of the local population.

The Chief of Special Communication and Information Security
State Service of Azerbaijan, Tural Mammadov, said during an event on
“Cyber-secure economy: reforms, innovative approaches and solutions” in
September, 2022 that a draft law on ensuring personal data protection has
been prepared in Azerbaijan based on European standards, the GDPR in
particular.?”

Azerbaijan is not an accredited member of the Global Privacy
Assembly and has not sponsored the 2018 GPA resolution on Al and
Ethics,**® the 2020 Resolution on Al and Accountability,**! or the 2022
Resolution on Facial Recognition Technology.

378 Republic of Azerbaijan, Law of the Republic of Azerbaijan on approval of
“Convention for the Protection of Individuals with regard to Automatic Processing of
Personal Data” 879-11Q.
https://mincom.gov.az/upload/files/38c3de8877a7e¢94f1577¢71b770bbe32.pdf

379 Azernews, Azerbaijan applying effective measures to ensure population's protection

from cyber attacks, https://www.azernews.az/business/199707.html

380 International Conference of Data Protection & Privacy Commissioners, Declaration
on Ethics and Data Protection in Artificial Intelligence (Oct. 23, 2018),
https://globalprivacyassembly.org/wp-content/uploads/2018/10/20180922 ICDPPC-
40th_AI-Declaration ADOPTED.pdf

381 Global Privacy Assembly (GPA). Adopted Resolution on Accountability in the
Development and Use of Artificial Intelligence (Oct 2020),

88



Artificial Intelligence and Democratic Values 2022
Center for Al and Digital Policy

Algorithmic Transparency

Azerbaijan has neither signed nor ratified the protocol modernizing
Convention 108 which provides for algorithmic transparency.**? National
legislation does not provide for algorithmic transparency either.

Al Readiness and Digitization

The Azerbaijan government has taken concrete steps to promote
technology innovation. In June 2019, the Presidential Decree No. 718
created a Centralized Government Cloud,*** for the effective organization
of the formation, storage, maintenance and integration of state information
systems and reserves. This Decree also emphasized Al related matters as
follows:

e The document supports innovative solutions based on Artificial
Intelligence and robotics;

e Azerbaijan will use “machine learning” (M2M), “artificial
intelligence” (EU), “big data” and “internet of things” (IoT) as bases
for providing public services in the country.

In April 2021, the E-GOV Development Center of the State Agency
for Public Service and Social Innovations organized the International
Conference on Artificial Intelligence in Digital Governance. The first panel
discussions were dedicated to the transformation of healthcare with Al the
second panel focused on Al and society and the last session addressed the
future of artificial intelligence and how it will change human life.*34

The Center for Analysis and Coordination of the Fourth Industrial
Revolution (C4IR) held several events dedicated to Al and machine
learning. The events focused on exchanging views and experience on the
development of Al and machine learning with the involvement of

https://globalprivacyassembly.org/wp-content/uploads/2020/11/GPA-Resolution-on-
Accountability-in-the-Development-and-Use-of-AI-EN.pdf

382 Council of Europe, Treaty Office: Complete list of the Council of Europe’s treaties,
https://www.coe.int/en/web/conventions/full-list

383 The President of the Republic of Azerbaijan, Strategic Roadmap for Development of
Telecommunications and Information Technologies in Azerbaijan Republic (Dec. 6,
2016),
https://monitoring.az/assets/upload/files/668372968418895¢1668803607932190.pdf

384 The State Agency for Public Service and Social Innovations under the President of the
Republic of Azerbaijan, The international conference on "Artificial Intelligence in
Digital Governance" has ended (Apr. 28, 2021),
https://www.digital.gov.az/en/media/press/the-international-conference-on-artificial-
intelligence-in-digital-governance-has-ended
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government agencies, private companies, scientific and educational
institutions, and civil society.>®>

In February 2022, the Azerbaijan State University of Economics
organized a conference on Trends of the Fourth Industrial Revolution,
attended by government officials and representatives of the World
Economic Forum (footnote)government officials, and representatives of
scientific and educational institutions, companies and start-up centers. The
participants addressed government readiness for artificial intelligence, goals
of national artificial intelligence strategies, problems and solutions in this
process, public-private partnerships, national artificial intelligence
ecosystem?8°,

The Head of the Innovation and Digital Development Agency of
Azerbaijan, Inara Valiyeva, an entity of the Ministry of Digital
Development and Transport, announced the planned introduction of the
Unified Court System based on Al for January 2023. The Unified Court
System is currently operating in test mode, in coordination with the
Supreme Court, with about 50,000 documents used in the creation of the
system.*®” Azerbaijan plans to focus on improving the quality of decision-
making and management by using Big Data and Al technologies.*

Azerbaijan also plans to develop the concept of Smart
Cities/Villages. The President of Azerbaijan, [lham Aliyev, had announced
in January 2021 that “settlements recently liberated from Armenian
occupation will be re-established based on the concept of smart
city/village.”®* The Concept of Smart Cities and Smart Villages was later
approved by the President Order N2584 in April 2021.>*° The plans have

385 The Ministry of Economy of Azerbaijan, Another Artificial Intelligence Event
organized (Nov. 27, 2021), https://old.economy.gov.az/en/article/suni-intellekt-uzre-
novbeti-tedbir-teshkil-edilib/32162

386 The Ministry of Economy of Azerbaijan , Sessions held within “Trends of the Fourth
Industrial Revolution” event (Feb. 24, 2022),
https://www.economy.gov.az/en/article/dorduncu-senaye-i-nqilabinda-trendler-
movzusunda-tedbir-cherchivesinde-sessiyalar-kechirilib/32341

387 Report News Agency, Azerbaijan creates Unified Judicial System based on artificial
intelligence, https://report.az/en/ict/azerbaijan-creates-unified-judicial-system-based-on-
artificial-intelligence/

388 Report News Agency, Azerbaijan creates Unified Judicial System based on artificial
intelligence, https://report.az/en/ict/azerbaijan-creates-unified-judicial-system-based-on-
artificial-intelligence

389 AA. Azerbaijan to build ‘smart cities’ in liberated regions (Jan 26, 2021).
https://www.aa.com.tr/en/azerbaijan-front-line/azerbaijan-to-build-smart-cities-in-
liberated-regions/2123643

390 The President of the Republic of Azerbaijan, Order N718 (Apr. 19, 2021),
https://mincom.gov.az/upload/files/514dcf5c743a46ccd44c65b04165f881.pdf
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the potential to attract investors and create opportunities for local companies
through smart cities. The Smart City/Village concept is to be implemented
through working groups representing various ministries.*** A publication of
the Baku Research Institute provides insights about the Smart Cities concept
as a means to promote sustainable development of territories and attract
population back.**? The World Bank published a framework and Smart
Villages Readiness Index for Azerbaijan, to support the country in ensuring
that economic opportunities, access of service and governance are applied
in the process®.

In October 2022, a mission of the Center for Analysis and
Coordinator of the Fourth Industrial Revolution (C4IR) participated in a
“Global Dialogue: The role of artificial intelligence in the new global
development- innovation and inclusiveness”, presenting the measures taken
by the government in regards to the digital economy in the country.**

Biometrics

The Law on Biometric Data adopted in 2008 determines the
formation and requirements for biometric information resources, the
organization and purpose of the biometric identification system, the
application of biometric technologies and regulates the relations arising in
this area. Azerbaijan began issuing biometric based electronic identity cards
in September 2018. The cards contain information on citizen’s place of
residence, marital status, as well as photos and fingerprints if the citizen is
over age of 15.3%

391 AA. Azerbaijan to build ‘smart cities’ in liberated regions (Jan 26, 2021),
https://www.aa.com.tr/en/azerbaijan-front-line/azerbaijan-to-build-smart-cities-in-
liberated-regions/2123643

392 Baku Research Institute. Building Smart Ciites and Villages in Azerbaijan- Challenges
and Opportunities (Aug 6, 2021) https://bakuresearchinstitute.org/en/building-smart-
cities-and-villages-in-azerbaijan-challenges-and-opportunities/

393 World Bank. 4 framework for Developing Smart Villages in Azerbaijan (Oct 19,
2021), https://www.worldbank.org/en/country/azerbaijan/publication/a-framework-for-
developing-smart-villages-in-azerbaijan

394 Azertag, Azerbaijan’s Center for Analysis and Coordination of Fourth Industrial
Revolution attends international event in Geneva (Oct 12, 2022),
https://azertag.az/en/xeber/Azerbaijans Center for Analysis and Coordination of Four
th Industrial Revolution attends international event in Geneva-2331065

395 Was adopted by the Milli Majlis on 13 June 2008 by Law No 651-I11Q, Azarbaycan
Respublikasimin OSdliyya Nazirliyi Hiiquqgi aktlarin vahid elektron bazasi, Biometrik
informasiya haqqinda  Azorbaycan Respublikasinin Qanunu, https://e-
ganun.az/framework/15144

98



Artificial Intelligence and Democratic Values 2022
Center for Al and Digital Policy

Facial Recognition

In December 2019, a report by Qurium indicated that the
government may be using Find Face facial-recognition technology. Qurium
identified an AzerTelecom server running the software.>%

In February 2022 the Ministry of Transport, Communications and
High Technologies (MTCHT) announced a Public-Private Partnership with
SVORT and Sinam, under AzInTelecom LLC*7 to develop a new
generation cloud digital signature called SIMA**8. SIMA’s initial purpose
is to facilitate access to e-government services but expands to the use of
services through banks, mobile operators, internet providers and household
appliance stores. SIMA combines face recognition, public key and cloud
technologies and is based on biometric authentication. Based on SIMA
signatures, the Information Computing Centre of the MTCHT is developing
a payment system with face recognition technology.?*® Users scan their
identity card and verify their identity via face recognition through the front
camera of the mobile devices.*® E-signatures are regulated by the Law of
Azerbaijan on Electronic Signature and Electronic Document of 9 March
2004.%°! No amendments were introduced concerning SIMA, biometric
authentication or facial recognition.

Al Surveillance

Freedom House 2022 report indicated that “state surveillance is
pervasive, though the exact extent to which security agencies monitor ICT
activity or track users remains unclear.”#’? Usage of surveillance tools by

398Qurium, Find Face and Internet Blocking in Azerbaijan (Dec. 3, 2019),
https://www.qurium.org/alerts/azerbaijan/find-face-and-internet-blocking-in-azerbaijan/
397 Azerbaijan International Telecom (AzInTelecom) LLC is established under the
MTCHT to supervise in the field of international accounting system of communication
for more information please see: https://mincom.gov.az/en/view/organization/10/

398 The Ministry of Digital Development and Transport of Azerbaijan, New generation
digital signature presented in Azerbaijan — SIMA (Feb. 11, 2022),
https://mincom.gov.az/en/view/news/143 1/new-generation-digital-signature-presented-in-
azerbaijan-sima

399 Xeberler, A payment system will be introduced in Azerbaijan (Nov. 5, 2021),
https://xeberler.az/new/details/azerbaycanda-uztanima-ile-odenis-sistemi-tetbig-edilecek-
-27254 .htm

400 Sadraddin Aghjayev, Azerbaijan eyes creating new payment service using e-signature
capabilities (Interview) (Mar. 14, 2022,) https://en.trend.az/business/3568769.html

401 Law of the Republic of Azerbaijan on electronic signature and electronic document
(Mar 9, 2004),
https://mincom.gov.az/upload/files/55d6592556a028{7d533d589f283c4c7.pdf

402 Freedom House, Freedom of the Net 2022,
https://freedomhouse.org/country/azerbaijan/freedom-net/2022
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Azerbaijan Government was also reported by Amnesty International.*** The
OCCRP (Organized Crime and Corruption Reporting Project) named
Azerbaijan’s surveillance as “Digital Autocracy.”*** A report by Open Tech
found that Azerbaijan is one of several countries where censorship, facial
recognition, and access to encrypted communication have been prevalent as
forms of information control.*%?

The Law on Operative-Search Activity of Azerbaijan authorizes
agencies to conduct surveillance without a court order in cases where it is
regarded as necessary to prevent serious crimes against individuals or
especially dangerous crimes against the state. The vaguely written provision
leaves the law open to abuse. It has long been believed that the State
Security Service and the Ministry of Internal Affairs monitor the
communications of certain individuals, especially foreigners, prominent
political activists, and business figures.*%

In 2015, leaked documents from the Italian surveillance company
Hacking Team showed that the Azerbaijani government was a client.*"” In
previous year, Citizen Lab reported that the government was using RCS
(Remote Control System) spyware sold by Hacking Team. RCS endpoint in
Azerbaijan was active between June and November 2013. Azerbaijan hit
international headlines in 2013 when the results of the October presidential
elections were accidentally released before voting began.**® RCS allows

403 Amnesty International, Demand an end to the targeted surveillance of Human Rights
Defenders (Aug. 16, 2016), https://www.amnesty.org/en/petition/targeted-surveillance-
human-rights-defenders/

404 Miranda Patrucic and Kelly Bloss, Life in Azerbaijan’s Digital Autocracy: ‘They Want
to be in Control of Everything (Jul. 18, 2021), https://www.occrp.org/en/the-pegasus-
project/life-in-azerbaijans-digital-autocracy-they-want-to-be-in-control-of-everything

405 Valentin Weber, The Worldwide Web of Chinese and Russian Information Controls, p.
20,

https://public.opentech.fund/documents/English Weber WWW _of Information_Control
s_Final.pdf

406 Freedom House, Freedom of Net 2021,
https://freedomhouse.org/country/azerbaijan/freedom-net/2021

407 Cora Currier, A Detailed Look at Hacking Team’s Emails about its Respective Clients
(Jul. 7, 2015), https://theintercept.com/2015/07/07/leaked-documents-confirm-hacking-
team-sells-spyware-repressive-countries/, also please see Amnesty International, New EU
Dual Use Regulation agreement ‘a missed opportunity’ to stop exports of surveillance
tools to repressive regimes (Mar. 25, 2021),
https://www.amnesty.org/en/latest/news/2021/03/new-eu-dual-use-regulation-agreement-
a-missed-opportunity-to-stop-exports-of-surveillance-tools-to-repressive-regimes/

408 Citizen Lab, Mapping Hacking Team’s “Untraceable” Spyware, (Feb. 17, 2014),
https://citizenlab.ca/2014/02/mapping-hacking-teams-untraceable-spyware/
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anyone with access to activate a targeted device’s camera and microphone
and to steal videos, photos, documents, contact lists, or emails**’.

In 2017, Amnesty International reported that Azeri human rights
activists, journalists and political dissidents have been the targets of a
sustained ‘spear phishing’ campaign using emails and Facebook chat,
apparently aimed at gaining access to their personal information and private
communications*!®. In the same year, malware targeted Azeri dissidents
too*!!,

An April 2018 report by Qurium revealed that in 2015, Azerbaijan
had purchased specialized security equipment, in particular Deep Packet
Inspection (DPI) technology, from the Israeli company Allot
Communications for some $3 million.*?

In October 2018, Israeli newspaper Haaretz reported that Israel’s
Verint Systems had sold surveillance equipment and software to the
Azerbaijani government, and local police later used it to identify the sexual
orientation of users on Facebook.*!® Haaretz express its thoughts that a few
years after Verint’s systems began being used in the country, in 2017 Azeri
police started arresting and torturing 45 gay men and transgender women.*!#

In July 2021, an investigative initiative led by Forbidden Stories,
concluded that the Pegasus software, produced by the Israeli
cybersurveillance company NSO Group, was used in Azerbaijan targeting
potentially more than 40 Azerbaijani journalists.*!> Reporters with the
Organized Crime and Corruption Reporting Project (OCCRP), which was

409 Freedom House, Freedom of Net 2021,
https://freedomhouse.org/country/azerbaijan/freedom-net/2021

410 Amnesty International, Azerbaijan: Activists targeted by ‘government-sponsored’
cyberattack (Mar. 10 2017), https://www.amnesty.org/en/latest/news/2017/03/azerbaijan-
activists-targeted-by-government-sponsored-cyber-attack/

411 Amnesty International, False Friends: How Fake Accounts and Crude Malware
Targeted Dissidents in Azerbaijan (Mar. 10, 2017),
https://www.amnesty.org/en/latest/research/2017/03/false-friends-spearphishing-of-
dissidents-in-azerbaijan/

412 Qurium, Corruption, Censorship and a Deep Packet Inspection Vendor (Apr. 10,
2018),

https://www.qurium.org/alerts/azerbaijan/corruption_censorship_and a_dpi_vendor/

413 Haaretz, Revealed: Israel's Cyber-spy Industry Helps World Dictators Hunt
Dissidents and Gays (Oct. 20, 2018) https://www.haaretz.com/israel-
news/.premium.MAGAZINE-israel-s-cyber-spy-industry-aids-dictators-hunt-dissidents-
and-gays-1.6573027

414 Tbid.

415 The Amnesty International, Massive data leak reveals Israeli NSO Group’s spyware
used to target activists, journalists, and political leaders globally (Jul. 19, 2021),
https://www.amnesty.org/en/latest/news/2021/07/the-pegasus-project-2/
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among the groups working on the project, found some 250 potential targets
in Azerbaijan, the majority of which were “dissidents, activists, journalists,
and opposition politicians.” It added that “journalists came under particular
pressure, with dozens of prominent names, including OCCRP's Khadija
Ismayilova, appearing on the list.”*1¢

In September 2021, the day full-scale war erupted between
Azerbaijani and Armenian forces in Nagorno-Karabakh, the MTCHT
throttled mobile and fixed-line broadband internet across Azerbaijan and
blocked a number of social media platforms and websites, including
Facebook, WhatsApp, and Skype. The action lasted 46 days—Azerbaijan’s
longest internet disruption to date.*!”

Lethal Autonomous Weapons Systems

Azerbaijan is not a party to the Convention on Conventional
Weapons (CCW),*!8 although the country participated as an observer on
CCW meetings on killer robots in November 2019.4 Azerbaijan is not
among those countries, which support a ban on lethal autonomous
weapons.*??

Over the last decade, Azerbaijan has steadily built up its armed
forces, and purchased weapons from Russia, Israel and Turkey.*’!
Azerbaijan also developed drone arsenal composed of Turkish and Israeli
UAVs, which inter alia include: Bayraktar TB2 (purchased from Turkey in
June 2020); loitering munitions purchased from Israel: the Harop (during
2014-2016), Orbiter 1k (2016-2019), Orbiter-3 (2016-2017), SkyStriker
(2016-2019); Medium-altitude, long-endurance UAVs purchased from

416 Freedom House, Freedom of Net 2021,
https://freedomhouse.org/country/azerbaijan/freedom-net/202 1

417 Tbid.

18 United Nations Office for Disarmament Affairs, High Contracting Parties and
Signatories CCW, (Status as of Apr. 7, 2022), https://www.un.org/disarmament/the-
convention-on-certain-conventional-weapons/high-contracting-parties-and-signatories-
cew/

419 United Nations Office for Disarmament Affairs, Final Report of the Meeting of High
Contracting Parties to the Convention on Conventional Weapons (Nov. 13-15, 2019),
CCW/MSP/2019/9, https://documents-dds-
ny.un.org/doc/UNDOC/GEN/G19/343/64/PDF/G1934364.pdf?OpenElement

420 Human Rights Watch, Stopping Killer Robots: Country Positions on Banning Fully
Autonomous Weapons and Retaining Human Control (Aug. 10, 2020)

https:// www.hrw.org/report/2020/08/10/stopping-killer-robots/country-positions-banning-
fully-autonomous-weapons-and

421 Tbid.
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Israel: Hermes-900 (2017-2018), Hermes-450 (2008-2013), Heron (2011-
2013)*%,

In 2016, during the Four-day War, Azerbaijan used the Harop, that
hit many targets, including artillery, air defence systems and a busload of
Armenian troops.*?®> As Forbes reported,*** the Harops were supplied by
IAL In 2017 a team from Aeronautics was in Azerbaijan to finalize a
contract for Orbiter 1K kamikaze drones and were asked to attack enemy
positions. Apparently when the Israeli drone operators refused, “senior
representatives of the company took control and operated the craft
themselves, ultimately missing their targets.” Israeli authorities imposed a
two-year ban on Aeronautics for this stunt. But when the ban expired in
2019, the company promptly announced a $13m deal to sell drones to
Azerbaijan. In the longer term, the Azerbaijan plans to produce a licensed
copy of the Orbiter known as Zarba themselves. In 2018, an Azeri company
announced it was working on three different sizes of kamikaze drone,**
including one with an 11-pound warhead able to cruise for three hours
looking for targets, while another company announced manufacturing
kamikaze-drone called Bat.*2¢

During the 2020 War, Azerbaijan used several UAVs or autonomous
weapons. The videos of the drone strikes have been posted daily on the
website of the Azerbaijan’s Defense Ministry, broadcast on big screens in
the capital, Baku, and tweeted and retweeted online.*?’

Algorithm Watch reported that Azerbaijani forces used at least three
different models of drones that are capable of identifying and destroying a

422 Centre for Strategic and International Studies, The Air and Missile War in Nagorno-
Karabakh: Lessons for the Future of Strike and Defence (Dec. 8, 2020),
https://www.csis.org/analysis/air-and-missile-war-nagorno-karabakh-lessons-future-
strike-and-defense

423 Forbes, The Weird And Worrying Drone War In The Caucasus (Jun. 22, 2020),
https://www.forbes.com/sites/davidhambling/2020/06/22/the-weird-and-worrying-drone-
war-in-the-caucasus/?sh=5a3148f145da

424 Tbid.

425 Azeri Defence, Azerbaijani company has made prototype of three kinds of loitering
munitions (Mar. 15, 2018),
https://web.archive.org/web/20180528041925/http:/en.azeridefence.com/azerbaijani-
company-has-made-prototype-of-three-kinds-of-loitering-munitions/

426 Azernews, Azerbaijan Academy of Sciences produces kamikaze drone (Apr. 26, 2018),
https://www.azernews.az/nation/138175.html

427 The Washington Post, Azerbaijan’s drones owned the battlefield in Nagorno-
Karabakh — and showed future of warfare (Nov. 11, 2020),
https://www.washingtonpost.com/world/europe/nagorno-karabkah-drones-azerbaijan-
aremenia/2020/11/11/441bcbd2-193d-11eb-8bda-814ca56e138b_story.html
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target automatically.*?® The 2020 War rose serious questions concerning the
legality of using UAVs and autonomous weapons. Ulrike Franke,
autonomous weapons expert from the European Council on Foreign
Relations, saw a watershed in warfare and commented: “The really
important aspect of the conflict in Nagorno-Karabakh, in my view, was the
use of these loitering munitions, so-called 'kamikaze drones' — these pretty
autonomous systems.”*?* Human Rights Watch, in a statement to support
the International Committee of the Red Cross initiative to ban Killer Robots,
indicated:“the increased use of weapons systems with autonomy in today’s
armed conflicts underscores the importance of creating a new international
legal standard now, before it is too late.” 43

In the preliminary report on the draft of the UNESCO
Recommendation on the Ethics of Al Azerbaijan was referenced as a case
of the use of Al technologies in armed conflicts. The conclusion was that:
“from the point of view of international humanitarian law, it is highly
recommended to have certain regulations concerning the use of Al in
military technology, so-called lethal autonomous weapons.”*!

Human Rights

Azerbaijan is a Member State of the Council of Europe and of the
United Nations, and has human rights obligations at the regional*? and
universal levels. Azerbaijan endorsed the Universal Declaration of Human
Rights.*

The most recent reports of Freedom House in 2022 rank Azerbaijan
as “Not Free” for both Global Freedom (score 9 out of 100), and “Internet

428 Algorithm Watch, The Year Algorithms Escaped Quarantine: 2020 in Review (Dec.
28, 2020),

https://algorithmwatch.org/en/review-2020/

429 Deutsche Welle, DW report on cyber and autonomous weapons: "Future Wars — and
How to Prevent Them (Jun. 7, 2021), https://www.dw.com/en/dw-report-on-cyber-and-
autonomous-weapons-future-wars-and-how-to-prevent-them/a-57801575

430 Human Rights Watch, International Committee of the Red Cross Backs Killer Robot
Ban (May 13, 2021) https://www.hrw.org/news/2021/05/13/international-committee-red-
cross-backs-killer-robot-ban

B1UNESCO. Compilation of Comments Received from Member States on the first Draft
of the Recommendation. (2021), https://unesdoc.unesco.org/ark:/48223/pf0000376747
432 Council of Europe, 46 Member States (2023). https://www.coe.int/en/web/portal/46-
members-states

433 International Justice Resource Center, Azerbaijan, hitps://ijrcenter.org/country-
factsheets/country-factsheets-europe/azerbaijan-human-rights-

factsheet/#:~:text=It%20has %2 0accepted%20the%20complaints,Social %2 0and%20Cult

ural%20Rights%20(ICESCR)
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freedom” (score 38).43* Freedom House 2022 Report describes the power in
Azerbaijan as authoritarian, with high levels of corruption, persecution of
political opposition, violation of civil liberties and territorial conflicts with
neighboring countries.**

As a member of the Council of Europe, Azerbaijan participates in
the Committee on Artificial Intelligence (CAI), mandated to draft a legally-
binding instrument on Al for the protection of human rights, democracy and
the rule of law.

In April 2022, the Council of Europe (CoE) Action Plan for
Azerbaijan 2022-2025 was launched. This strategic programming
instrument seeks to align legislation, institutions and practices further with
CoE standards in human rights, the rule of law and democracy.** Among
the objectives of the Action Plan are: the implementation of the UN 2030
Agenda for Sustainable Development,**” and the identification of areas for
co-operation in artificial intelligence.

Azerbaijan is also part of Partnership for Good Governance, through
which the European Union and the Council of Europe cooperate to
strengthen governance in the Eastern Partnership region**® to advance
localized efforts to improve “stability, prosperity and resilience.” ¥

OECD Al Principles

Azerbaijan is not an OECD member and has not endorsed the
OECD AI Principles. The OECD Development Centre has been
supporting Azerbaijan in the promotion of enterprise digitalization. A 2022
study highlighted the significance of digitalization to allow Small Medium
Enterprises access to strategic resources and integration into global
markets.**

434 Freedom House, Freedom of Net 2021,
https://freedomhouse.org/country/azerbaijan/freedom-net/202 1

45Freedom  House,  Freedom  In the World ~ 2022:  Azerbaijan,
https://freedomhouse.org/country/azerbaijan/freedom-world/2022

436 Council of Europe, Council of Europe Action Plan for Azerbaijan 2022-2025,
https://rm.coe.int/action-plan-azerbaijan-2022-2025-eng/1680a59aa3

437 United Nations, Sustainable Development Goals (2023),
https://www.un.org/sustainabledevelopment/

38 EEAS, Eastern Partnership (EaP) (Mar 3, 2022).
https://www.coe.int/en/web/portal/46-members-states

439 Council of Europe, https.://www.coe.int/en/web/cepej/cooperation-
programmes/partnership-for-good-governance-azerbaijan,
https://www.coe.int/en/web/cepej/cooperation-programmes/partnership-for-good-
governance-azerbaijan

40 OECD (2022), Promoting Enterprise Digitalisation in Azerbaijan, OECD Publishing,
Paris, https://doi.org/10.1787/6a612a2a-en
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UNESCO Recommendation on the Ethics of Artificial Intelligence

Azerbaijan is a UNESCO member since 1992 and is one of the
193 countries that endorsed the UNESCO Recommendation on the
Ethics of AL ##! It remains to be seen which steps Azerbaijan will take to
implement the Recommendation.

Evaluation

Azerbaijan has set an ambitious goal of embracing new technologies
in an effort to propel the economic growth of the country. The digitalization
process in Azerbaijan has been accelerating in recent years and has
stimulated several initiatives, including the Arzerbaijan Artificial
Intelligence Lab. The development of a National Al Strategy is a priority
for Azerbaijan, and the Ministry of Economy and the Ministry of Digital
Development and Transport are working toward a release in 2023. The
country has not yet signed the protocol modernizing Convention 108, it still
has to create an independent agency or mechanism for data (and Al)
oversight, and has yet to modernize as well its data protection law regime.
Concerns exist that, with the use of Al, Azerbaijan is turning into a “digital
autocracy.” The country has not endorsed any declaration against the use of
LAWS and has been a laboratory for their use in the Nagorno-Karabakh
conflict.

4“1 UNESCO, UNESCO Member States Adopt the First Ever Global Agreement on the
Ethics of Artificial Intelligence (April. 21, 2022),
https://www.unesco.org/en/articles/unesco-member-states-adopt-first-ever-global-
agreement-ethics-artificial-intelligence
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Bahrain

National Al Strategy

The Kingdom of Bahrain has declared Al as one of the focus areas
of its digital strategy plans. Notwithstanding Bahrain’s relatively strong
position as a leader in cloud technology and e-government in the Gulf
Region, and a strong Government Al readiness index,**? the country is yet
to formulate an Al policy framework. 43

Under the leadership of HM King Hamad bin Isa Al Khalifa, King
of Bahrain, the government initiated plans for the transition of Bahrain to a
knowledge-based economy that keeps pace with the global trends in science
and technology.*** In the opening of the 5" legislative cycle of 2019, H.M.
directed the government to undertake a national plan to increase the
readiness for the digital economy “by adopting and employing artificial
intelligence technology in the production and service sectors, through the
establishment of the necessary systems and technical frameworks, as well
as through encouraging quality investments, in order to guarantee the
maximum benefit to our national economy.”**?

Elements of an Al roadmap are nested within the broader strategic
digital and economic initiatives, including the Kingdom’s Economic Vision
2030,% which addresses Al policy and development in the country**’. The
Digital Transformation Journey of the Kingdom focuses on fostering an
innovation ecosystem for the use of emerging technologies for the benefit

42 Oxford Insights, Government Al Readiness Index 2021 (Jan. 21, 2022),
https://staticl.squarespace.com/static/58b2e92¢1e5b6c828058484¢/t/61ead0752¢7529590
€98d351/1 642778757117/Government_Al Readiness_21.pdf

443 Al-Ammal. and Aljawder, Strategy for Artificial Intelligence in Bahrain: Challenges
and Opportunities, Artificial Intelligence in the Gulf, edited by Azar and Haddad,
Palgrave Macmillan (2021), pp. 47-76.
https://link.springer.com/content/pdf/10.1007%2F978-981-16-0771-4.pdf

444 Oxford Business Group. King Hamad bin Isa Al Khalifa,
https://oxfordbusinessgroup.com/articles-interviews/eye-on-the-future-king-hamad-bin-
isa-al-khalifa-on-modernisation-and-the-ongoing-transition-to-a-knowledge-based-
economy-viewpoint

445 Bahrain News Agency, HM King Opens Second Session of 5th Legislative Term (Oct
13,2019),
https://www.bna.bh/en/HMKingopenssecondsessionof5thLegislativeTerm.aspx?cms=q8F
mFJgiscL2fwIzON1%2BDnPyGy%2FzC%2BrQlxqVtgB48bs%3D

448 The Economic Vision 2030 Bahrain (2016),
https://www.bahrain.bh/wps/wem/connect/38f532f-9ad6-423d-9¢96-
2dbf17810¢94/Vision%2B2030%
2BEnglish%2B%28low%2Bresolution%29.pdf?MOD=AJPERES

447 Information & eGovernment Authority, Emerging Technologies (2022),
https://www.iga.gov.bh/en/category/emerging-technologies
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of the Bahraini society. The Kingdom ‘“encourages those involved in
designing, developing, and deploying new technologies to ensure that they
are consistent with the Kingdom's values and adhere to international norms
and standards.”*48

The Digital Transformation Journey engages key government
entities across multiple sectors, such as the Bahrain Economic
Development Board (EDB) - which sets the goals and policies for Vision
2030- and the Information and eGovernment Authority (IGA) - which
implements digital transformation under the supervision of the ICT
Government Committee (ICTGC).**° Tamkeen, the Bahrain Labor Fund,
supports the private sector through strategies for enterprise growth and
workforce development, and by leveraging Al in the higher education
sector. Other actors are the Bahrain Information Technology Society and
Al Society, which act as a medium for civil society, under license of
government regulators.**°

This vision for a modernized and digital economy in the public and
private sector helped shape Bahrain’s Digital Government Strategy 2022,
to digitize and transform public services and increase digital usage in the
country. The strategy is part of the Government of Bahrain’s Government
Action Plan 2019-2022, under the supervision of the Supreme Council for
Information & Communication Technology (SCICT) led by the Deputy
Prime Minister. The digital initiatives are under the coordination of the
National ICT Governance Committee (ICTGC).*!

The Digital Government Strategy 2022 promotes principles of
inclusion, increased digitization, design considerations, data analysis and

448 Bahrain’s National Portal, Government of Bahrain’s Digital Transformation Journey

(Jan. 16, 2022),
https://www.bahrain.bh/wps/portal/!ut/p/al/pZLLbsIWEEV JSyyDJ7E5SEF3KaKO0iEcFpS
XelCcYJyixQ2 Ko HONgFIrIUJV78Y6d3zviBFBcOQE3WWcqkwKmh9r4iQex-

DZTuD0AzzDEI69zqTdBbsHrgairwBg3

449 Information & eGovernment Authority, Consultancy (2022),
https://www.iga.gov.bh/en/category/consultancy

450 Al-Ammal and Aljawder, Strategy for Artificial Intelligence in Bahrain: Challenges
and Opportunities, Artificial Intelligence in the Gulf, edited by Azar and Haddad
(2021), pp. 47-76. https://link.springer.com/content/pdf/10.1007%2F978-981-16-0771-
4.pdf

451 Bahrain’s National Portal, Committees contributing to the development of ICT and
digital transformation in the Kingdom of Bahrain (Nov. 24, 2021),
https://www.bahrain.bh/wps/portal/!ut/p/a0/hcrBCoJAEADQr_E8systdpQIw4tQRNteZ
JFBNnVGaxI X qCjg8eBPAQOKO6pjSqE4 hzcO21QWdsYesiv-
dYNu50PZ7RVHIAGzHU 5KHZ30tSyghdMJKm4KnXtZ
Z3hrHIjjDL1u0JsNOpimpEn1gHgrHDivtAQk!/

108



Artificial Intelligence and Democratic Values 2022
Center for Al and Digital Policy

transparency, and has five focus areas for including artificial intelligence:
- Strengthening digital infrastructure, reinforcement of the cloud based
working environment, data, and artificial intelligence to fostering Al for
the digital economy

- Accelerating the transformation and collaboration efforts of various
public sector entities

- Ensuring the enforcement of policies, regulations and standards by
safeguarding constituents’ basic rights and protecting them against cyber
risks

- Strengthening accountability, transparency and civic engagement
through open data and e-Participation

- Encouraging innovation & nurturing entrepreneurship.

In February 2022, Bahrain announced the 2022-2026
Telecommunications, ICT and Digital Economy Sector Strategy in line
with the country Economic Recovery Plan, and the Digital Government
Strategy 2022. The Minister of Transportation and Telecommunications,
Kamal bin Ahmed Mohammed, explained that the strategy aims “to
increase the efficiency of government services through e-transformation,
digitizing documents, moving to e-payments, and expanding the use of Al,
while strengthening public private partnerships.”>? Performance indicators
set for evaluation of the implementation by 2026, include the increase of
start-ups by 20%, automation of 200 government services, increase in the
sector by 35% and training 20,000 on cybersecurity. The government of
Bahrain has aligned the ICT digital strategy to the UN Sustainable
Development Goals, the Government Action Plan and the Economic Vision
2030%3

Bahrain is one of the first countries, along with the United Kingdom,
to pilot test the World Economic Forum (WEF) Al procurement guidelines
for the public sector.*** The guidelines aim to “enable governments to

452 Sovereign Group News, Bahrain launches Telecommunications, ICT and Digital
Economy Strategy
(Feb. 25, 2022) https://www.sovereigngroup.com/news/news-and-views/bahrain-
launches-telecommunications-ict-and-digital-economy-sector-strategy/
453 Bahrain’s National Portal, Government of Bahrain’s Digital Transformation Journey
(Jan. 16, 2022), https://www.bahrain.bh/wps/portal/digitaltransformatonjourney
454 World Economic Forum, Unlocking Public Sector AI (Jun. 2020),
https://www.business-standard.com/article/news-ani/bahrain-and-uk-first-in-the-world-
to-pilot-new-artif icial-intelligence-procurement-guidelines-across-government-
119070401389 1.html
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responsibly and sustainably deploy Al technology,”** and “set government
use and adoption of AI on a better path.”*® The guidelines have the
potential to enhance explainability and accountability in the Al systems
before acquiring and deploying these solutions, at the stage of writing
proposal requests.*®” Under the leadership of the Bahrain Economic
Development Board (EDB), the adoption of the framework was in line with
the country’s “reputation as the Middle East’s testbed thanks to its
innovative regulatory framework, strong technology ecosystem and rapid
shift to e-government.”**® To date there are no reports about the progress of
the pilot in Bahrain.

Public Participation

Since 2016, Bahrain has been very active in promoting and
developing public participation in relation to its digital services and
technology. This has consistently involved a theme of strong
encouragement of citizens and users to primarily engage with the
government via digital means and social media. Bahrain’s eGov Strategy
2016, included a digitized National Suggestions and Complaints System,
an open data platform, and continued encouragement of uptake of
eGovernment services. In 2018, the strategy directly prioritized objectives
including ‘Nurturing active participation and engagement with
constituents.’!”

In 2021, the Personal Data Protection Authority called a public
consultation on the implementation of at least six draft regulations to
complement the Personal Data Protection Law (PDPL).*° The consultation

45 CIPS, Bahrain to pilot AI procurement guidelines (July 9, 2019),
https://www.cips.org/supply-management/news/2019/july/bahrain-to-pilot-ai-
procurement-guidelines/

456 World Economic Forum, AI Government Procurement Guidelines (2019),
https://www.weforum.org/whitepapers/ai-government-procurement-guidelines

457 EDB Babhrain, Bahrain and UK first in the world to pilot new artificial intelligence
procurement guidelines across government (Jul. 3, 2019),
https://www.bahrainedb.com/latest-news/bahrain-and-uk-first-in-the-world-to-pilot-
new-artificial-intelligence-procurement-guidelines-across-
government#:~:text=Bahrain%20and%20UK %20first%20in,across%20government%?2
0%2D%20Invest%20in%20Bahrain

458 CIPS, Bahrain to pilot Al procurement guidelines (Jul. 9, 2019),
https://www.cips.org/supply-management/news/2019/july/bahrain-to-pilot-ai-
procurement-guidelines/

459 Bahrain News Agency, Consultation on implementing Bahrain’s Personal Data
Protection Law launched online (Jun. 14, 2021),
https://www.bna.bh/en/ConsultationonimplementingBahrainsPersonalDataProtectionLa
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resulted in the enactment of ten ministerial resolutions in March 2022 to
align the PDPL to international standards and the GDPR.

In 2022, within the Digital Government Strategy 2022, the
government developed the “Leave No One Behind” digital policy to focus
on citizen needs, underpinned by the Digital First principle-.*® This
principle prioritizes the design of public services digitally first, to
encourage citizens voicing their concerns and opinions via portals such as
Tawasul. The design should promote the supply of data from citizens and
corporations only once to a government entity, and the pooling of
government data for greater public accessibility and civic engagement,
which supports Bahrain’s Digital Identities initiative.

Public participation in Bahrain focuses on deriving feedback from
users on how to run services more efficiently and effectively. However,
despite these efforts, outcomes and findings from participatory action are
not always publicly available.

Data Protection

Bahrain has led the region in the enactment of legislation aligned to
the highest global standards. The Kingdom was the second State in the Gulf
Region, following Qatar to address personal data protection as a right, with
the enactment of Law No. (30) of 2018 with Respect to Personal Data
Protection Law (PDPL).*¢! The Royal Decree No (78) of 2019 established
the Personal Data Protection Authority (PDPA),*? and granted the Minister
of Justice, Islamic Affairs and Waqf the chair of the Board of Directors of
the PDPA.** The PDPA has the responsibility to enforce the law and
investigate potential violations.*6*

The PDPL is inspired by the EU GDPR and entered into effect in
August of 2019. The Law protects the rights of individuals, regarding the
collection, processing and storage of their personal data (whether by
automatic or manual means), and establishes obligations to data controllers

wlaunchedonli

ne.aspx?cms=q8FmFJgiscl. 2fwlzON1%2BDhI. Tzyak%2BXgL0ckS1SQmIDM%3D
460 Kingdom of Bahrain, Digital-First Principle (2022),
https://www.bahrain.bh/new/en/digitalfirst en.html

461 Personal Data Protection Authority, The Law (2018),
http://www.pdp.gov.bh/en/assets/pdf/regulations.pdf

462 Personal Data Protection Authority, Royal Decree No. 78 (2022),
http://www.pdp.gov.bh/en/royal-decree.html

463 Personal Data Protection Authority, Overview, (2022),
http://www.pdp.gov.bh/en/about-PDPA .html

464 Akin Gump, Bahrain Ministry of Justice to Act as Data Protection Authority (Oct. 15,
2019), https://www.mondaqg.com/data-protection/857510/bahrain-ministry-of-justice-to-
act-as-data-protection- authority
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or data processors in their relationship with data owners or subjects.*

The PDPL shares similarities with the GDPR,*® in the rights to
notification of data collection and processing by data controllers to data
subjects, right to erasure and right of rectification, but differs in some
specifics: The treatment of the right to be informed (Article 18); the right
to object to processing of personal data (Articles 19, 20, and 21). The
exceptions in the right not to be subject to decision-making based on solely
automated means (Article 22), the absence of the right to data portability;
and the shorter period of response to data subjects’ request (15 days vs one
month in the GDPR) are important differences.

Unlike the GDPR, the PDPL mandates data managers to recognize
the right of Bahraini data owners to object to personal data which causes
harm or distress to the data owner or any persons. Prior written approval
from the Personal Data Protection Authority is mandatory before
processing certain personal data. Article 58 defines criminal and civil
penalties for violations including prison, in specified cases, in contrast with
GDPR where only monetary penalties are defined.

The Kingdom of Bahrain started a cycle of public consultations on
the implementation of the PDPL which ended in June 2021. *¢7 The
consultations aimed to address initial concerns around ambiguity of the
implementation of the law, the actual procedure for notice of data
processing and how to apply for written authorization.*®® The topics under
consultation related to the Draft Regulations on at least six documents: 4
“Data Subject Rights Regulation”, the “Data Record Regulation”, the
“Complaints Regulation”, the “Adequate Protection Regulation”, and the
“Guardian Regulation”. Notably, the consultations included the plans for
“Technical and Organizational Measures Regulation” with obligations for

465 DLA Piper, Bahrain Publishes Personal Data Protection Law (Sep. 17, 2018),
https://www.dlapiper.com/en/qatar/insights/publications/2018/09/bahrain-publishes-
personal-data-prot ection-law/

466 Securiti, Bahrain’s PDPL vs. GDPR (2023), https://securiti.ai/bahrains-pdpl-vs-gdpr/
67 Bahrain News Agency, Consultation on implementing Bahrain’s Personal Data
Protection Law launched online (Jun. 14, 2021),
https://www.bna.bh/en/ConsultationonimplementingBahrainsPersonalDataProtectionLa
wlaunchedonli

ne.aspx?cms=q8FmFJgiscl.2fwlzON1%2BDhL Tzyak%2BXql.0ckS1SQmIDM%3D

468 Akin Gump, Bahrain Ministry of Justice to Act as Data Protection Authority (Oct.
15, 2019), https://www.mondaqg.com/data-protection/857510/bahrain-ministry-of-
justice-to-act-as-data-protection- authority

469 DataGuidance, Ministry invites entities and individuals to consult on data protection
implementing regulations (Jun. 29, 2021), https://www.dataguidance.com/news/bahrain-
ministry-invites-entities-and-individuals
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a Data Protection Impact Assessment (DPIA), a Vulnerability Assessment
and Penetration Testing (VAPT) and an Incident and Risk Response
Plan.#70
Terms and language such as transparency, and accountability are
mentioned briefly, as well as human rights and freedoms.
Other laws in Bahrain which provide general rights to privacy including
digital privacy are:

1) Article 26 of the Kingdom’s constitution, which safeguards
confidentiality of postal, telegraphic, telephonic or electronic
communication.*’!

2) Law No. 16 on Electronic Transactions, Law No. 48 on
Telecommunications, Law No. 60 on Information Technology
Crimes, and Law No. 16 on Protection of State Information and
Documents.*”

3) Previous laws related to data protection which complement PDPL
also include the Central Bank of Bahrain and Financial Institutions
Law 2006, and Labour Law 2012 which regulates data protection
between employees and employers.*”3

4) In2009, Bahrain drafted a law on the right to access of information,
but this was postponed indefinitely.*’*

5) In January 2017, Bahrain also ratified the Arab Treaty on
Combating Cybercrime, in order to establish new rules on retaining
user data and real-time monitoring of activities.

479 OneTrust DataGuidance, Ministry invites entities and individuals to consult on data

protection implementing regulations (Jun. 29,

2021),https://www.dataguidance.com/news/bahrain-ministry-invites-entities-and-

individuals

471 Constitute Project, Bahrain’s Constitution of 2002 with Amendments through 2017

(Aug. 26,2021),

https://www.constituteproject.org/constitution/Bahrain_2017.pdf?lang=en

472 Council of Europe, Bahrain (May 28, 2020),

https://www.coe.int/en/web/octopus/country-wiki-ap/-

/asset_publisher/CmDb7M4RGb4Z/content/bahr

ain/pop_up? 101 INSTANCE CmDb7M4RGb4Z viewMode=print& 101 INSTANCE
CmDb7M4RG b4Z languageld=en GB

473 OneTrust DataGuidance, Bahrain Data Protection Overview (Aug, 2021),

https://www.dataguidance.com/notes/bahrain-data-protection-overview

474 Bahrain Center for Human Rights, Bahrain Has Yet to Enact Access to Information

Law (Sep. 28, 2021), https://bahrainrights.net/?p=136325
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Babhrain is not listed as one of the members of the Global Privacy
Assembly.*’> Bahrain has neither sponsored nor taken part in the 2018 GPA
Resolution on Al and Ethics, 47° the 2020 GPA Resolution on Al and

Accountability*’? or the 2022 GPA Resolution on Al and Accountability.
478

Algorithmic Transparency

Bahrain has not enacted algorithmic transparency laws. The PDPL
in Article 15, requires permission from the Authority before the automated
processing of personal data of sensitive nature, biometric data, genetic data,
linking data to two or more data controllers for different purposes. Article
22 includes the right to object to decisions based solely on automated
processing for purposes of assessing performance at work, financial
standing, credit scoring, reliability or conduct. Yet the PDPL does not
include provisions to ensure transparency in the methods of processing.

In September 2022, Bahrain together with other member states of
the Digital Cooperation Organization (DCO) adopted the Riyadh Al Call
for Action Declaration (RAICA), launched during the Global Al Summit
0f2022.47 This Declaration is a commitment to develop Al technology that
benefit people, communities and nations. Item 4 of the Call for Action
addresses the establishment of safeguards to prevent unfairness of
algorithms against individuals due to their orientation, culture, gender or
race.

475 Global Privacy Assembly, List of Accredited Members,
https://globalprivacyassembly.org/participation-in-the-assembly/list-of-accredited-
members/.

476 International Conference of Data Protection & Privacy Commissioners, Declaration
on Ethics and Data Protection in Artificial Intelligence (Oct. 23, 2018),
https://globalprivacyassembly.org/wp-content/uploads/2018/10/20180922 ICDPPC-
40th AlI-Declaration ADOPTED.pdf

477 Global Privacy Assembly (GPA), Adopted Resolution on Accountability in the
Development and Use of Artificial Intelligence (Oct 2020),
https://globalprivacyassembly.org/wp-content/uploads/2020/11/GPA-Resolution-on-
Accountability-in-the-Development-and-Use-of-AI-EN.pdf

478 Global Privacy Assembly (GPA), Resolution on Principles and Expectations for the
Appropriate Use of Personal Information in Facial Recognition Technology (Oct 2022)
https://globalprivacyassembly.org/wp-content/uploads/2022/11/15.1.c.Resolution-on-
Principles-and-Expectations-for-the-Appropriate-Use-of-Personal-Information-in-Facial-
Recognition-Technolog.pdf

479 WIRED, The Key wins of Saudi Arabia’s Global AI Summit (Sep 27, 2021),
https://wired.me/technology/saudi-arabia-global-ai-summit/
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Digitization

Bahrain stands for with its e-government and smart city plans. In
November 2021, Bahrain launched an ambitious Economic Recovery Plan
to propel growth post-COVID-19, through an investment of more than $30
billion in national infrastructure and strategic priority sectors.*%
Government entities have plans for the use of Al by the National Space
Science Agency in agriculture*®!, by the Supreme Judicial Council in the
courtroom,*? in research, through the University of Bahrain in labs for Al
and advanced computing for applications in industry. The Kingdom has
taken steps to build Smart cities, establish Smart traffic control, smart
cooling systems, Smart banking.*®?

The Governmental Digital Journey issued on September 2022,
focuses on modern technologies and Al in the development of government
services, leveraged by digital infrastructure and data.*34

In cooperation with UNDP Bahrain, the country developed a
comprehensive plan and roadmap of implementation of the sustainable
Digital economy by 2025. A range of Al related initiatives and policies
related to emerging technologies included:

- A cloud-first policy approach for the public sector during

procurement processes.

- Al and Robotics use in banking, retail and financial services,
supported by the government agencies such as Tamkeen.
The creation of the region’s first national data repository,
encompassing 73 government bodies for predictive analytics to
improve public service and data access, including a partnership
with AWS for a ‘Big Data Hub’. Internet of Things (IoT)
initiatives are also being developed with agencies including the
National Space Science Agency (NSSA), the Ministry of
Transportation and Telecommunication, the Ministry of Works,

480 Zawya, New four-year strategy for Bahrain digital economy outlined (Jan 13, 2022),
https://www.zawya.com/en/business/new-four-year-strategy-for-bahrain-digital-
economy-outlined-nwxa95in

481 National Space Science Agency, About 257 thousand palm trees in Bahrain and the
Western regions are on top, (Feb 27, 2021), https://www.sjc.bh/page_016.php?pID=760
482 Supreme Judicial Council, Courts 4.0 International Conference for Artificial
Intelligence in Judiciary, (n.d.), https://www.sjc.bh/page 016.php?pID=760

483 Kingdom of Bahrain National Portal, Artificial Intelligence & Smart Cities (2023),
bahrain.bh/new/en/techtelespace-ai_en.html

8% Government of Bahrain’s Digital Journey,
https://www.bahrain.bh/wps/portal/!ut/p/al/pZLLbsIWEEV_JSyyDJ7ESEF3KaKO0iEcFpS
XelCcYyixQ2 Kg HONgFIrIUJV78Y6d3zviBFBcOQE3WWcgkwKmh9r4iOex-
DZTuD0AzzDEI69zqTdBbsHrgairwBg3
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Municipalities Affairs, and Urban Planning, and the Economic
Development Board. Partnership of the Government of Bahrain
with Amazon Web Services to establish Big Data centers.*®

Mass Surveillance

Amnesty International reported about an ongoing investigation on
the use of Pegasus Spyware to infect the devices of three political activists
in Bahrain in 2021.%%¢ The misuse of the spyware provided Israeli NSO
Group, to trace mobile phones, targeted at least 50,000 devices of
journalists and human rights activists. According to Citizen Lab, Bahrain
authorities used cyber surveillance since 2013, including phone forensics
technology sold by Israeli company, Cellebrite, to extract private data from
devices of arrested activists.*®’

The Carnegie Endowment for Peace report on Al surveillance,
found that Bahrain is using facial recognition for smart policing, mainly
from Chinese technology providers, such as Dahua.*®® Reports of use of
surveillance cameras in public spaces, surfaced. In September 2022, the
OHCHR reiterated concerns about surveillance of individuals and groups
cooperating with the United Nations.*3® The Ministry of Interior has issued
statements warning about legal procedures against activists and their
followers who incur in cybercrime on social media.**°

The  Bahrain  e-government  authority  released  the
“BeAwareBahrain” app to “ensure the safety of all its citizens and

485 Kingdom of Bahrain, Digital-First Principle

(2022),

https://www.bahrain.bh/new/en/digitalfirst en.htm

1

486 Amnesty International, Bahrain: Devices of three activists hacked with Pegasus
spyware (Feb 18, 2022), https://www.amnesty.org/en/latest/news/2022/02/bahrain-
devices-of-three-activists-hacked-with-pegasus-spyware/

487 The Citizen Lab, From Pearl to Pegasus. Bahraini Government Hacks Activists with
NSO Group Zero-Click iPhone Exploits (Aug. 24, 2021),
https://citizenlab.ca/2021/08/bahrain-hacks-activists-with-nso-group-zero-click-iphone-
exploits/

488 Carnegie Endowment for International Peace, The Global Expansion of Al
Surveillance (Sept. 2019), https://carnegieendowment.org/files/WP-Feldstein-
AlSurveillance finall.pdf

48 OHCHR, Report details disturbing trends as reprisals continue against people
cooperating with the UN (Sept. 29 2022), https://www.ohchr.org/en/press-
releases/2022/09/report-details-disturbing-trends-reprisals-continue-against-people.

499 Ministry of Interior of Bahrain, Anti Cyber Crime message on Twitter (May 21, 2019),
https://twitter.com/moi_bahrain/status/1130802153663213568
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residents;”**! The app alerted individuals in case of close contact with a
confirmed case of COVID-19 and was able to confirm the location of
people who had moved more than 15 meter distance from their phone. A
report by Amnesty International in 2020 of 11 countries using data tracing
apps for COVID-19, concluded that the BeAwareBahrain app was among
“the most alarming tools (...) carrying out live or near-live tracking of
users’ locations by frequently uploading GPS coordinates to a central
server.”*? The surveillance activities included the real-time broadcast of
users’ locations to a government database, the publication of online
sensitive information linked to their national ID, and the enforced use of a
Bluetooth bracelet during quarantine.

Biometric Identification

Bahrain has integrated biometrics and digital IDs as part of the
Digital First Policy. The use of a nationwide digital identity scheme to
include Sijilat (the Commercial Registration Portal), the National
Taxation System, and Sehati (the National Social Health Insurance
Program), aims to facilitate users access to government services through
one-time input into the sytem.*”* Users can visit a Government Service
Center if they lack internet access.

Bahrain introduced biometric identification for automated border
control in Bahrain International Airport (BIA) in 2019, as part of the
Airport Modernization Programme (AMP).** In July 2022, Bahrain
joined the Global Entry Partnership, the U.S. Customs and Border
Protection (CBP) program for expedited entry into the U.S. for pre-
approved, low-risk travelers. The program makes use of facial recognition
and travelers can make use of biometric kiosks at airports to process

491 Ministry of Health, BeAwareBahrain (2023),
https://healthalert.gov.bh/en/category/beaware-bahrain-app

492 Amnesty International, Bahrain Kuwait and Norway contact tracing apps among
most dangerous for privacy (Jun. 16, 2020),
https://www.amnesty.org/en/latest/news/2020/06/bahrain-kuwait-norway-contact-tracing-
apps-danger-for-privacy/

493 Kingdom of Bahrain, Digital-First Principle

(2022),

https://www.bahrain.bh/new/en/digitalfirst en.htm

1

494 Security World Market, Bahrain enhances border control with biometric
identification (June 6, 2019),
https://www.securityworldmarket.com/me/Newsarchive/bahrain-enhances-border-
control-with-biometric-identification1
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them.*

Tamkeen (Labour Fund), Bahrain’s government agency
promoting private-sector business and individual development, launched
digital onboarding using biometric identification to register customers.
Tamkeen uses B2B payment integrated with BENEFIT Pay.*
BenefitPay is a financial network established in 1997 under license of the
Central Bank of Bahrain.**” Benefit uses facial recognition for validation
and authentication of users, recognizing all all GCC IDs and passports of
all nationalities. The service is available for Fin Tech firms, insurance,
investment companies to curtail cybercrime.**8

Lethal Autonomous Weapon Systems

Bahrain is a High Contracting party to the Convention on Certain
Conventional Weapons’ (CCW) Protocol III, IV and V.**° Bahrain, is one
of the 12 Arab states parties to the CCW, which in 2020 called “for a new
treaty to prohibit and restrict lethal autonomous weapons systems (...) and
(...) the importance of maintaining human control over the critical functions
of weapons,™ which prohibits the use of weapons that are considered
injurious or indiscriminate such as landmines and booby traps.

Bahrain, as part of the Non-Aligned Movement (NAM), expressed
its position against lethal autonomous weapons systems during the UN
General Assembly of 2015, due to its “moral, humanitarian, and legal
challenges for the international community.”°! In a statement, presented
during the Group of Governmental Experts on Emerging Technologies in

495 Frank Hersey, Bahrain latest addition to US biometric global entry partnership,
BiometricUpdate (Jul. 18, 2022), https://www.biometricupdate.com/202207/bahrain-
latest-addition-to-us-biometric-global-entry-partnership.

496 Government of Bahrain’s Digital Transformation Journey,
https://www.bahrain.bh/wps/portal/!ut/p/al/pZLLbsIWEEV_JSyyDJ7ESEF3KaKO0iEcFpS
XelCcYJyixQ2 Kg HONgFIrIUJV78Y 6d3zviBFBcOQE3WWcqkwKmh9r4iOex-
DZTuD0AzzDEI69zqTdBbsHrgairwBg3

497 Benefit, The pulse of Bahrain (2023), https://benefit.bh/

498 News of Bahrain, BENEFIT Holds identification and verification service workshops
(Jul .25, 2022), https://www.newsofbahrain.com/business/82774.html

499 United Nations, High Contracting Signatories, Convention on Certain Conventional
Weapons, https://www.un.org/disarmament/the-convention-on-certain-conventional-
weapons/high-contracting-parties-and-signatories-ccw/

500 Stop Killer Robots, Diplomatic talks re-convene (Sept. 25, 2020),
https://www.stopkillerrobots.org/news/diplomatic2020/

01 Non-Aligned Movement, Convention on Prohibitions or Restrictions on the use of
Certain Conventional Weapons which may be deemed to be excessively injurious or to
have indiscriminate effects (CCW), (Jul. 2022), https://documents.unoda.org/wp-
content/uploads/2022/08/WP-NAM.pdf
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the Area of Lethal Autonomous Weapons Systems Meeting in Geneva in
2022, the NAM called for the negotiation of a “legally binding international
instrument stipulating prohibitions and regulations on lethal autonomous
weapons systems.”

Human Rights

Bahrain is not a signatory of the Universal Declaration of Human
Rights,**? but became member of the World Human Rights Council in
2019.°% The Prime Minister of the Country has expressed the importance
of the UDHR in public statements.’** The country has completed four
cycles of Universal Periodic Reviews, with the last one in November
202259 The UPR of Bahrain noted the recommendations of various
States for Bahrain to ratify international human rights covenants. The
country made a voluntary pledge and commitment to implement projects
of the national human rights plan (102 projects), for 2022-2026 and to
submit voluntary reports every two years on the ongoing efforts to
enhance the country’s human right system.>%

Bahrain is one of the 16 State Parties to the Arab Charter on
Human Rights,*” and has ratified the International Covenant on Civil
and Political Rights. (ICCPR) and the International Covenant on
Economic, Social and cultural Rights (ICESCR).>%

%02 OHCHR, Human rights by Country,
https://www.ohchr.org/en/countries/menaregion/pages/kwindex.aspx

%03 Ministry of Foreign Affairs, 4bout Human Rights,
https://www.mofa.gov.bh/AboutBahrain/HumanRights/tabid/135/language/en-
US/Default.aspx

504 Bahrain News Agency, HRH Prime Minister highlights Universal Declaration of
Human Rights (Dec 8, 2018),

https://www.bna.bh/en/Constitutional CourttoconsiderConstitutionalCase |/ HRHPrimeMi
nisterhighlightsUniversalDeclarationofHumanRights.aspx?cms=q8FmFJgiscL.2fwlzON1
%2BDktmz3203rvQb7QWjpEbQOM%3D

%05 United Nations Human Rights Council, Universal Periodic Review, Bahrain (2023),
https://www.ohchr.org/en/hr-bodies/upr/bh-index

506 United Nations Human Rights Council, Report of the Working Group on the Universal
Periodic Review. Bahrain, (Jan. 11, 2023), https://www.upr-
info.org/sites/default/files/country-document/2023-02/a_hrc wg.41 BAH_E.pdf

507 League of Arab States, The Arab Charter for Human Rights (2004),
http://www.lasportal.org/ar/legalnetwork/Pages/agreements _details.aspx?RID=69

08 Ministry of Foreign Affairs, About Human Rights
https://www.mofa.gov.bh/AboutBahrain/HumanRights/tabid/135/language/en-

US/Default.aspx
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The Freedom House rated Bahrain as “Not Free” (12/100) in
2022.5% Restrictions to freedom of expression and beliefs, the use of
spyware and surveillance technology to target activists and dissidents, are
areas of concern. The Transparency International's 2022 Corruption
Perception Index ranks Bahrain in 69th place out of 180 countries with a
score of 44/100, signifying some level of corruption.>!?

In a report of 2019, the UN High Commissioner for Human
Rights (OHCHR) urged Bahrain to align counter-terrorism and counter-
extremism legislation to the international human rights standards.>!!

OECD Al Principles / G20 Al Guidelines

Bahrain is not a member of the OECD and has not endorsed the
OECD AI Principles.’'? Bahrain has not submitted reports to the OECD
Al Policy Observatory in relation to ongoing policies, strategies or
activities associated with AL>!3

Bahrain is a member of the MENA-OECD Initiative on
Governance and Competitiveness created in 2021 to implement reforms to
improve governance structures and cooperation, while not specifically
related to AL

UNESCO Recommendations on the Ethics of Artificial Intelligence

Bahrain is a UNESCO member since 1972°!° and is one of the 193
member States which endorsed the Recommendation on the Ethics of
AL The Kingdom and UNESCO cooperated in the establishment of the
King Hamad Bin Isa Al-Khalifa Prize for the use of ICT in Education,

503 Freedom House, Freedom in the World, Bahrain 2022,
https://freedomhouse.org/country/bahrain/freedom-world/2022

*10 Transparency International, Corruption Perceptions Index (2022)
https://www.transparency.org/en/cpi/2022/index/kwt

1! Human Rights Watch, World Report 2021: Bahrain, https://www.hrw.org/world-
report/2021/country-chapters/bahrain

512 OECD, Recommendation of the Council on Artificial Intelligence,
OECD/LEGAL/0449, (May 22, 2019),
https://legalinstruments.oecd.org/en/instruments/OECD-LEGAL-0449

513 OECD.Al, Country Dashboards and Data, (2023), https://oecd.ai/en/

514 OECD, MENA-OECD Initiative. Governance & Competitiveness Development, 2021
Ministerial Conference. https://www.oecd.org/fr/sites/mena/Ministerial-Declaration-
2021.pdf

515 UNESCO, Member States, Bahrain, https://www.unesco.org/en/countries/bh

518 UNESCO, UNESCO Member States Adopt the First Ever Global Agreement On the
Ethics Of Artificial Intelligence (Nov. 25, 2021), https://en.unesco.org/news/unesco-
member-states-adopt-first-ever-global-agreement-ethics-artificial-intelligence
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since 2005.°!'7 However, no reports exist about how Bahrain is
implementing the UNESCO recommendations.

Evaluation

Bahrain’s Economic Vision 2030, Digital Government Strategy
2022 and Digital Economy Sector Strategy 2022-2026 frame the efforts of
the Kingdom to provide a roadmap and KPIs for the governance of Al. The
formulation of a National Al Strategy is a necessary next step in Bahrain’s
pathway to responsible and trustworthy innovation, provided that Bahrain
takes the drafting of the Strategy as an opportunity to implement the
UNESCO Recommendation on the Ethics of Al

The participation of multiple governmental agencies advancing the
digitalization and Al plans is a strength in the pathway to governing Al
Building on the experience of the public consultation for the Personal Data
Protection Law (PDPL) in 2021, Bahrain has the potential to establish a
formalized system for public consultation in Al policy to ensure the
adoption of explainable, trustworthy and fair Al.

In terms of data protection and independent oversight, the alignment
of the Bahrain’s Personal Data Protection Law (PDPL) to GDPR, and the
draft regulations for Data protection impact assessments (DPIA) are
positive steps, which can be enhanced by the adoption of algorithmic
transparency and the creation of an independent data and Al supervisory
authority.

Although it has signed the Arab Charter on Human Rights, Bahrain
stands as a ‘not free’ country in relation to human rights protections and
freedom. The country is not a signatory of the Universal Declaration of
Human Rights and concerns exist with regard to the use of Al for mass
surveillance purposes.

317 UNESCO, UNESCO King Hamad Bin Isa Al-Khalifa Prize for the Use of ICT in
Education: 2019 Laureates,
https://unesdoc.unesco.org/ark:/48223/pf0000373477?posInSet=5&queryld=84896d88-
79b6-4a07-92a4-82a6352fa98d
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Bangladesh

National Al Strategy

Bangladesh published its National Strategy on Artificial Intelligence
in March 2020.°'® The goal is to make Bangladesh a “technologically
advanced nation by the next decade.” The National AI Strategy for
Bangladesh is driven by the slogan “Al for Innovative Bangladesh.” The Al
Strategy identified seven national priority sectors, which are:

1) public service delivery

2) manufacturing

3) agriculture

4) smart mobility and transportation

5) skill & education

6) finance & trade

7) health
To create a “sustainable Al Ecosystem,” the report proposes six strategic
pillars, namely:

1) research and development,

2) skilling and reskilling of AI workforce

3) data and digital infrastructure

4) ethics, data privacy, security & regulations

5) funding and accelerating Al startups

6) industrialization for Al technologies

Each pillar consists of a strategic brief, a roadmap, action plan,
related stakeholders and lead ministries. Finally, a summary roadmap in the
report includes steps for the development of Al over the next five years.

Under Strategy 4 of the Al national roadmap: “Ethics, Data Privacy,
Security & Regulations,” the Bangladeshi government will create a new set
of Al ethics guidelines to address issues such as fairness, safety,
cybersecurity, and transparency. By 2023-2024, its ICT Division and

513 Information and Communication Technology Division Government of the People’s
Republic of Bangladesh, National Strategy for Artificial Intelligence Bangladesh (March,
2020),
https://ictd.portal.gov.bd/sites/default/files/files/ictd.portal.gov.bd/policies/e57f1366_a62
c_4dla_8369 a9d3bcl56cdS5/National%20Strategy%20for%20Artificial%20Intellgence
%20-%20Bangladesh%20.pdf .
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Ministry of Law, Justice and Parliamentary Affairs intend to formulate RTE
(Right To Explanation) Guideline For AI Algorithm.>"®

Public Participation

The National Al Strategy of Bangladesh identified engagement with
media and civil societies for creating a “robust ethics, data privacy, security
and regulations guideline” for emerging technologies.’?° In March 2020, as
part of its National Internet of Things (IoT) Strategy, the Bangladesh
government proposed to establish “an Advisory Committee including
representatives from Government, industry, academia and community” to
provide ongoing guidance in the emerging areas of IoT.>?!

Data Protection

Although the Constitution of Bangladesh does not explicitly grant
the fundamental right to privacy, Article 43 of the Constitution recognises
this right under certain restrictions and states that, “every citizen shall have
the right, subject to any reasonable restrictions imposed by law in the
interests of the security of the State, public order, public morality or public
health — (a) to be secured in his home against entry, search and seizure; and
b) to the privacy of his correspondence and other means of
communication.”?

Bangladesh has proposed a draft Data Protection Act, 2022.52* “The
proposed Data Protection Act, 2022 and the Bangladesh
Telecommunication Regulatory Commission Regulation for Digital, social

19 National Strategy for Artificial Intelligence Bangladesh, pp. 40-41 (2021),
https://ictd.portal.gov.bd/sites/default/files/files/ictd.portal.gov.bd/policies/e57f1366_a62
c_4dla 8369 a9d3bcl56cdS5/National%20Strategy%20for%20Artificial%20Inteligence
%20-%20Bangladesh%20.pdf.

520 National Strategy for Artificial Intelligence Bangladesh, pp. 40-41 (2021),
https://ictd.portal.gov.bd/sites/default/files/files/ictd.portal.gov.bd/policies/e57f1366 _a62
¢ _4dla 8369 a9d3bcl56cdS5/National%20Strategy%20for%20Artificial%20Intellgence
%20-%20Bangladesh%20.pdf.

52! National Strategy for Artificial Intelligence Bangladesh, p. 11 (2021),
https://bece.portal.gov.bd/sites/default/files/files/bee.portal.gov.bd/page/bdb0a706 _e674 4
a40 _a8a8 7cfccf7e9d9b//2020-10-19-15-04-9807d52¢24da56e66f7ec89f7eb540ec.pdf .
522 Silvee, Sadiya S. and Hasan, Sabrina and Hasan, Sabrina, The Right to Privacy in
Bangladesh in the Context of Technological Advancement, International and Comparative
Law Journal 1(2), (Dec. 8, 2018), https://ssrn.com/abstract=3298069 or
http://dx.doi.org/10.2139/ssrn.3298069.

523 Information and Communication Technology Division Government of the People’s
Republic of Bangladesh, The Proposed Data Protection Act 2022 (July.16, 2022),
https://ictd.portal.gov.bd/sites/default/files/files/ictd.portal.gov.bd/page/6¢9773a2 7556
4395 bbec f132b9d819f0/Data%20Protection%20Bil1%20en%20V13%20Unofficial%2
0Working%20Draft%2016.07.22.pdf.
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media and OTT Platforms, 2021 attempt to protect citizen information
against American tech companies, but both draft regulations grant
Bangladesh authorities powers to control everything on the Bangladeshi
internet.”2* The purpose of this law is to provide security for personal data.
The law does not provide for a definition of personal data.’?> The proposed
data protection law mandates storage of citizen data within Bangladesh.
“The localization of the data within Bangladesh gives authorities broad
powers to access people’s personal data without judicial oversight and
accountability for any violation of people’s right to privacy,” wrote
Amnesty International®?® in feedback to the proposed bill.

The Telecommunications Act (2000) is a law “for the purpose of
development and efficient regulation of telecommunication systems and
telecommunication services in Bangladesh.”>?” Under Section 67 (b) of the
Act no person can “intercept any radio communication or
telecommunication nor shall utilise or divulge the intercepted
communication, unless the originator of the communication or the person
to whom the originator intends to send it has consented to or approved the
interception or divulgence.” Under Section 97 of the Act, the government
may ask the telecommunication operator to maintain records relating to the
communications of a specific user under the broad definition of National
Security and Public Interest.

The Information Communication Technology Act (2006) imposes
responsibility on any individual or body corporate handling personal or
sensitive data and requires them to maintain and implement reasonable
security practices for this.?® Section 46 of the Act states that the state can
intercept, monitor or decrypt data if it is in the interest of:

1) “the sovereignty, integrity, or security of the state;

2) friendly relations with foreign states;

524 Nilesh Christopher, Bangladesh’s new data protection law grants more power to the
state than its people, Rest of world (Aug. 24, 2022)
https://restofworld.org/2022/newsletter-south-asia-bangladeshs-data-protection-law/.

525 Harisur Rohoman, Data Protection Act 2022: More questions than answers, Dhaka
Tribune (Oct.16, 2022), https://www.dhakatribune.com/op-ed/2022/10/17/data-
protection-act-2022-more-questions-than-answers.

526 Amnesty International, Bangladesh: New data protection bill threatens people’s right
to privacy (Apr. 27, 2022) https://www.amnesty.org/en/latest/news/2022/04/bangladesh-
new-data-protection-bill-threatens-peoples-right-to-privacy/

527 Bangladesh Telecommunication Regulatory Commission, The Bangladesh
Telecommunications Act 2001,
http://old.btrc.gov.bd/sites/default/files/telecommunication_act _english 2001.pdf .

528 Bangladesh Computer Council, ICT Act 2006,
https://bee.portal.gov.bd/site/page/8a843dba-4055-49af-83£5-58b5669¢770d/-
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3) public order;
4) for preventing incitement to the commission of any cognisable
offence relating to the above;

5) for investigation of any offence.”.

The Digital Security Act came into force in full on 8 October 2018
and pertains to “offences committed through digital devices.”>?° Section 26
of the Act provides for “punishment for unauthorised collection, use etc. of
identity information.” Under the Digital Security Act two entities have been
formed: the National Data Security Council (NDSC) and the Digital
Security Agency (DSA) “to carry out the purposes of the Act.” The NDSC
under Section 13 of the Act “shall provide necessary direction and advice
to the Agency” and the DSA shall have the power to “remove or block some
data-information.” In order to do so, the DSA will have a Digital Forensic
Lab and an Emergency Response Team to: (a) “ensure the emergency
security of the critical information infrastructure; (b) take immediate
necessary measures for remedy if there is any cyber or digital attack and if
the cyber or digital security is affected; (c) take necessary initiatives to
prevent probable and imminent cyber or digital attack; (d) take overall co-
operational initiatives, including exchange of information with any similar
type of foreign team or organisation, for carrying out the purposes of this
Act, with the prior approval of the Government; (e) do such other acts as
may be prescribed by rules.”

Algorithmic Transparency

While there is no public declaration of adapting the Human Rights
framework for AI policy in Bangladesh as of 2021, its government
acknowledged the lack of transparency of machine learning. The national
Al strategy explicitly stated>*° that:

1) The EU General Data Protection Regulation (GDPR) can be a
good solution to the challenge on rules about who will be
responsible for an unwanted inversion.

2) There should be a rule of ‘right to get an explanation’ in each
and every process.

3) The impacts Al will bring to human physiology, dignity and
autonomy is a core challenge.

4) A strong legal and ethical framework on how Al would be
implemented in applications is a must.

529 Bangladesh e-Government Computer Incident Response Team, Digital Security Act
2020, https://www.cirt.gov.bd/wp-content/uploads/2020/02/Digital-Security-Act-

2020.pdf.
330 Ibid., pp. 47-48.
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5) Al ethics should be righteous, fundamentally sound, assessable,
reversible and inclusive.

Biometric Identification

Since 2008, the Election Commission of Bangladesh has issued a
National Identity Card (NID) which is compulsory for every Bangladeshi
citizen above the age of 18 for voting and for availing 22 types of services,
including banking, taxpayer identity number (TIN), driving licence and
passport. In 2016, the government started issuing a machine readable “smart
NID card” with a chip that can store encrypted data such as biometric and
identification data for enhancing security and reducing forgery.>3!

Lethal Autonomous Weapons

Bangladesh expressed its support for multilateral talks on lethal
autonomous weapons systems at the UN General Assembly in October
2016.32 The country participated for the first time in the Convention on
Certain Conventional Weapons (CCW)>3? meetings on lethal autonomous
weapons systems in 2019, but did not make any statements.

Human Rights

In 2022, Freedom House report ranked Bangladesh as “partly free”
with a score of 39/100 for political and civil rights.>3* The report states that,
“the ruling Awami League (AL) has consolidated political power through
sustained harassment of the opposition and those perceived to be allied with
it, as well as of critical media and voices in civil society. Corruption is a
serious problem, and anticorruption efforts have been weakened by
politicised enforcement. Due process guarantees are poorly upheld and

331 Mizan Rahman, Bangladesh launches smart national ID cards, Gulf Times (Oct. 16,
2016), https://web.archive.org/web/20180517001739/http://www.gulf-
times.com/story/515953/Bangladesh-launches-smart-national-ID-cards.

532Human Rights Watch, Mary Wareham, Human Rights Watch, Stopping Killer Robots:
Country Positions on Banning Fully Autonomous Weapons and Retaining Human
Control, Human Rights Watch (Apr. 2021),
https://www.hrw.org/report/2020/08/10/stopping-killer-robots/country-positions-banning-
fully-autonomous-weapons-and# _ftn34

533 United Nations, Statement under Thematic Discussion on "Conventional Weapons" in
the First Committee of the 71st Session of the UN General Assembly, (21 Oct. 2016),
https://www.un.org/disarmament/wp-content/uploads/2016/10/21-Oct-Bangladesh-
CW.pdf

334 Freedom House, Freedom in the World 2022 — Bangladesh,
https://freedomhouse.org/country/bangladesh/freedom-world/2022
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security forces carry out a range of human right abuses with near impunity.”
535

The authorities of Bangladesh “imprisoned 433 people under the
Digital Security Act, the majority of whom were held on allegations of
publishing “false or offensive information” under Section 25.733¢ Under
this law, any kind of criticism of the ruling government would be considered
an act of spreading false information. This represented a “21% year-on-year
increase in the number of people detained under the Act. As of 11 July, the
longest-serving prisoner detained under the Act had been held since 24
December 2018. Section 25 (publication of false or offensive information),
Section 29 (publication of defamatory information) and Section 31 (offence
and punishment for deteriorating law and order) of the Act were used
systematically to target and harass dissenting voices, including those of
journalists, activists and human rights defenders. The actions contravened
Bangladesh’s commitments under the ICCPR as well as its domestic
constitutional obligations.” 337 Bangladesh authorities also arrested a 15-
year-old for “defaming” Prime Minister Sheikh Hasina Wazed in a
Facebook post.>3®

OECD / G20 Al Principles
Bangladesh has not endorsed OECD Al principles.

UNESCO recommendation on the Ethics of Artificial Intelligence

Bangladesh has endorsed the UNESCO Recommendation on the
Ethics of Artificial Intelligence.>® It remains to be seen how Bangladesh
will implement the UNESCO Recommendation in practice.

Evaluation

Bangladesh has set out a national strategy for Al that recognizes the
importance of Al ethics and endorsed the UNESCO Recommendation on
the Ethics of Al. Although Bangladesh does not have a comprehensive data
protection law, there is support in the national Al strategy for a GDPR-style
law and also for an explicit right of explanation. In view of the country low

335Freedom House, Freedom in the World 2021 2022 — Bangladesh,
https://freedomhouse.org/country/bangladesh/freedom-world/2022

336 Amnesty International, Universal Periodic Review of Bangladesh, (Sept., 2021),
https://www.ohchr.org/sites/default/files/2021-11/A1_Bangladesh.pdf

337Ibid, p. 2.

538 Human Rights Watch Dispatch, Bangladesh Arrests Teenage Child for Criticising
Prime Minister, (June 25, 2020), https://www.hrw.org/news/2020/06/26/bangladesh-
arrests-teenage-child-criticizing-prime-minister.

539 UNESCO, Recommendation on the Ethics of Attificial Intelligence (Nov. 23, 2021),
https://unesdoc.unesco.org/ark:/48223/pf0000381137
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credentials with regard to human rights protection, concerns exist with
Bangladesh’s extensive programme of biometric identification.
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Belgium

National Al Strategy

In October 2022, the Council of Ministers of the Belgian Federal
Government approved a National Convergence Plan for the development of
artificial intelligence. The plan aims to foster Al development while
emphasizing that “fundamental rights, such as privacy and non-
discrimination, are protected and that new technologies should be
developed within an appropriate ethical and legal framework.”>*° The Plan
aims to reduce the fragmentation of Belgian Regional Al strategies by
establishing nine common objectives: (1)Promoting trustworthy AIl; (2)
Guaranteeing cybersecurity; (3) Strengthening the competitiveness and the
attractiveness of Belgium through Al; (4) Developing a data-driven
economy and a high-performance infrastructure; (5) Centralizing Al in
healthcare; (6) Using Al for sustainable mobility; (7) Protecting the
environment; (8) Providing better and life-long learning opportunities; (9)
Offering citizens better service and protection.

The Convergence Plan also includes the establishment of a
Governing Board to execute and coordinate it.>*! The Convergence Plan
explicitly refers to the need for transparency in Al design; preventing biased
outcomes; assessing the societal impact of Al; ensuring system robustness
and safety; and promoting diversity. It also advocates for Al that contributes
to “the protection of fundamental rights, democracy, and the rule of law”
and sees more representative and responsible data use as the key to prevent
discrimination against women, minorities, the elderly, and other groups. In
addition, the Convergence Plan envisions Belgium’s “active participation
in the development of norms, standards, and recommendations in
international fora” and argues for clear rules on “accuracy, transparency,
accountability, explainability, and equality.”>*?

Belgium is a federal state. It has three regions as well as three
communities, all of which have their own government, and many of which
have also developed strategies and initiatives on digitalization or Al. “The

340 News.belgium.be, Nationaal convergentieplan voor de ontwikkeling van artificiéle
intelligentie (Oct. 2022), https://news.belgium.be/nl/nationaal-convergentieplan-voor-de-
ontwikkeling-van-artificiele-intelligentie

341 News.belgium.be, Nationaal convergentieplan voor de ontwikkeling van artificiéle
intelligentie (Oct. 2022), https://news.belgium.be/nl/nationaal-convergentieplan-voor-de-
ontwikkeling-van-artificiele-intelligentie

542 Michel.belgium.be, Nationaal convergentieplan voor de ontwikkeling van artificiéle
intelligentie (Oct. 2022),
https://michel.belgium.be/sites/default/files/articles/Plan%20A1%620%28NL%29-

compressed.pdf
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Flemish Community, the French Community and the German-speaking
Community are divided according to language and culture. They are
responsible for language, culture, education, audiovisual media, and
individual assistance such as specific parts of health policy and social
welfare. The regions (the Flemish Region, the Brussels Capital Region and
the Walloon Region) are divided based on territory.”>* They are
responsible for the economy, employment, housing, public works, energy
transportation, environmental and spatial planning and have some things to
say concerning international affairs. The Federal Government is responsible
for foreign affairs, defense, justice, finance, social security, healthcare and
internal affairs.>**

The Flemish Region released the Viaanderen Radicaal Digitaal, in
2019, which was renewed as the Viaanderen Radicaal Digitaal II in 2021.
This regional digital strategy aims to foster digital public services, data
processing, and automation in the public sector.’* In 2019 as well, the
Flemish government approved the Flemish policy plan on Al It focuses
specifically on algorithmic transparency, privacy, explainability, and
human-centered, safe, sustainable, and trustworthy AIL>*¢ The plan also
envisions the allocation of 5 million euros to initiatives related to Al ethics
and education.”’ In 2022, the Flemish government adopted a new strategy
for data governance, which also comprises initiatives for ethical data use,
privacy, transparency, and Al analytics for the public sector.’*®

The Walloon government published the Digital Wallonia 2019-2024
strategy “based on values including a cross-disciplinary approach,

543 Belgium.be, Belgian Federal Government, Belgium, a federal state,

https://www.belgium.be/en/about_belgium/government/federale_staat

%44 Belgium.be, Belgian Federal Government, Belgium, a federal state,

https://www.belgium.be/en/about_belgium/government/federale_staat

% Digitaal Vlaanderen, Viaanderen Radicaal Digitaal II, https://www.vlaanderen.be/uw-

overheid/werking-en-structuur/hoe-werkt-de-vlaamse-overheid/informatie-en-

communicatie/vlaanderen-radicaal-digitaal-ii

346 De Vlaamse minister van Werk, Economie, Innovatie en Sport, QUATERNOTA AAN

DE VLAAMSE REGERING. Betreft: Viaams Beleidsplan Artificiéle Intelligentie (2019),

https://www.ewi-vlaanderen.be/sites/default/files/quaternota_aan de vlaamse regering_ -
vlaams beleidsplan artificiele intelligentie.pdf

%47 Flanders: Department for Economy, Science and Innovation, Viaams actieplan

Artificiéle Intelligentie gelanceerd (Mar. 22, 2019), https://www.ewi-

vlaanderen.be/nieuws/vlaams-actieplan-artificiele-intelligentie-gelanceerd

548 Digitaal Vlaanderen, Actieplan 2022: Viaamse Datastrategie (Feb. 2022),

https://assets.vlaanderen.be/image/upload/v1647860110/Actieplan_2022 Vlaamse datast

rategie finaal oldfro.pdf
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transparency, coherence, openness and flexibility.”**° In 2019, the Walloon
government also launched the regional strategy “DigitalWallonia4.ai”. It
aims to accelerate the development of the Walloon AI ecosystem and
“sustainably include Wallonia in national and European Al initiatives in
order to build a foundation of trust around transparent, ethical and
responsible AL.”33°

In 2022, the Brussels Capital Region started a pilot project with the
FARI Institute, a non-profit initiative led by Vrije Universiteit Brussel and
Université Libre de Bruxelles, to develop an Al strategy for the region.>>!
In January 2023, FARI published the outcomes of its 2022 Conference on
Al, Data and Robotics in Cities. It included some recommendations from
the Observer Committee for the Brussels Capital Region such as raising Al
awareness and literacy; governing with various stakeholders, including
citizens; determining Al-related responsibilities; collaborating on multi-
and interdisciplinary levels; (responsibly) enabling data flows; reusing and
readapting the existing Al guidelines, principles, and regulations. >

The adoption of the 2022 Convergence Plan was also preceded by
several initiatives at national and European level.

In 2019, the Information Report on the necessary cooperation
between the Federal State and the federated entities regarding the impact,
opportunities, possibilities and risks of the digital “smart society” was
released by a working group created by the Belgian Senate that has been
meeting since 2018.3%3 Their findings and recommendations are grouped in
six chapters: governance, ethics and human rights, and legislation;
economy, labour market and taxation; education and training; attention
economy: impact on people; privacy and cybersecurity; research and

>4 Digitalwallonia.be, Digital Wallonia 2019-2024 (June 2018),
https://www.digitalwallonia.be/en/posts/digital-wallonia-2019-2024

350 Digitalwallonia.be, DigitalWallonia4.ai : artificial intelligence at the service of
citizens and companies in Wallonia (Apr. 2019),
https://www.digitalwallonia.be/en/posts/digitalwallonia4-ai-artificial-intelligence-at-the-
service-of-citizens-and-companies-in-wallonia/

551 FARI, AI Strategy for the Brussels Region (Sept. 2022),
https://www.fari.brussels/research-and-innovation/project/ai-strategy-for-the-brussels-
region

352 FARI, Brussels Conference 2022: Summary and Recommendations, What can the
Brussel Capital Region do to foster responsible AI? (Jan. 2023),
https://issuu.com/faribrussels/docs/en.fari_conference _summary 2022

553 Sénat de Belgique, Rapport d’information relatif a la nécessaire collaboration entre
I’Etat fédéral et les entités fédérées en ce qui concerne les retombées, les opportunités,
les potentialités et les risques de la « société intelligente » numérique, (Mar. 2019),
https://www.senate.be/www/webdriver?MItabObj=pdf&MIcolObj=pdf&MInamObj=pdfi
d&MltypeObj=application/pdf&MIvalObj=100664119

88



Artificial Intelligence and Democratic Values 2022
Center for Al and Digital Policy

development. The report states that “[t]he development and use of artificial
intelligence shall be based on the following guiding principles: prudence,
vigilance, loyalty, reliability, justification and transparency, accountability,
limited autonomy, humanity, human integrity, and balancing of individual
and collective interests”. “Fundamental rights, in particular human dignity
and freedom, and privacy, must be the basis and starting point for all actions
and legislation in the field of artificial intelligence.”>*

In October 2020, the Belgian government, along with thirteen other
EU Member States, published a position paper on innovative and
trustworthy Al This paper sets out two visions for the EU’s development
of Al: (1) promoting innovation, while managing risks through a clear
framework and (2) establishing trustworthy Al as a competitive advantage.
The countries call for a borderless single market for Al in the EU. They
state that “[t]he main aim must be to create a common framework where
trustworthy and human-centric Al goes hand in hand with innovation,
economic growth, and competitiveness in order to protect our society,
maintain our high-quality public service, and benefit our citizens and
businesses. This can help the EU to protect and empower its citizens,
stimulate innovation and progress in society, and ensure its values are
protected.”>>?

Public Opinion

A 2019 opinion survey by Al4Belgium examined the public
perception of Al, its perceived impact, and the role the government should
play in AI implementation.>>® According to the survey, 76% of the
respondents hold a positive attitude towards technological developments,
while only 6% hold a negative attitude. Most respondents were worried
about the loss of privacy, security and integrity of their personal information
(85%), less use of human common sense (85%), less human interaction

554 Sénat de Belgique, Rapport d’information relatif a la nécessaire collaboration entre
I’Etat fédéral et les entités fédérées en ce qui concerne les retombées, les opportunités,
les potentialités et les risques de la « société intelligente » numérique, (Mar. 2019),
https://www.senate.be/www/webdriver?MItabObj=pdf&MIcolObj=pdf&MInamObj=pdfi
d&MltypeObj=application/pdf&MIvalObj=100664119

555 Non-paper - Innovative and trustworthy Al: two sides of the same coin, Position paper
on behalf of Denmark, Belgium, the Czech Republic, Finland, France, Estonia, Ireland,
Latvia, Luxembourg, the Netherlands, Poland, Portugal, Spain and Sweden on innovative
and trustworthy Al (2020),
https://www.permanentrepresentations.nl/documents/publications/2020/10/8/non-paper---
innovative-and-trustworthy-ai

556 Al4Belgium, Perceptie Artificiéle Intelligentie (Feb. 2019),
https://www.ai4belgium.be/wp-content/uploads/2019/04/enquete_en.pdf
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(83%) and the loss of trust and control over robots and artificial intelligence
(77%).

When asked which activity to prioritize, the highest priority
concerned “the management of ethical risks around AIl. For example,
discrimination, privacy, etc.” (74%). This was followed by “supporting
employees and employers in the transition to Al in the workplace” (65%);
“improving public service through AI” (58%); “supporting research and
development (R & D) and innovation in the field of AI” (52%); “facilitating
and supporting enterprise access to Al technologies” (48%); and
“supporting start-ups engaged in AI” (45%). The majority of citizens
suspect that Al will increase inequality between highly educated and low-
or unskilled people (66%) and between persons with a privileged
background and persons without one (60%).

Data Protection

Since Belgium is an EU Member State, the General Data Protection
Regulation (GDPR) is directly applicable in Belgium. The aim of the GDPR
is to “strengthen individuals’ fundamental rights in the digital age and
facilitate business by clarifying rules for companies and public bodies in the
digital single market. A single law will also do away with the current
fragmentation in different national systems and unnecessary administrative
burdens.”>’

Taking stock of the GDPR, the Belgium Privacy Commission was
reformed in 2018.58 It is now called the Belgian Data Protection Authority
(DPA) and aims to ensure compliance with the GDPR.%° It has direct
sanctioning powers as well as extended enforcement capabilities.

In March 2022, the DPA expressed concern over the Belgian draft
legislation on amending the Act of 3 December 2017 establishing the Data
Protection Authority. In particular, the DPA mentioned that the draft law
jeopardizes its efficiency and independence. ®° The draft legislation

557 European Commission, Data protection in the EU,
https://commission.europa.cu/law/law-topic/data-protection/data-protection-eu_en

558 Hunton Andrews Kurth, Belgium Adopts Law Reforming the Belgian Privacy
Commission (Jan. 18, 2018), https://www.huntonprivacyblog.com/2018/01/18/belgium-
adopts-law-reforming-belgian-privacy-commission/

59 PWC Legal, The new Belgian Data Protection Authority: who’s who and how will it
work (Jan. 23, 2019), https://www.pwclegal.be/en/news/the-new-belgian-data-protection-
authority---whos-who-and-how-wil.html

%60 Belgian Data Protection Authority, A new draft law threatens the independence and
functioning of the BE DPA (Mar. 8, 2022),
https://www.dataprotectionauthority.be/citizen/a-new-draft-law-threatens-the-
independence-and-functioning-of-the-be-dpa
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introduces parliamentary interference regarding the DPA internal
organization and the setting its priorities. The European Data Protection
Board expressed similar concerns in its letter of April 2022 in support of
the Belgian DPA.>®! As of January 2023, there is no further progress
regarding this legislative amendment.

Regarding the activities of law enforcement authorities, Belgium
transposed>®? the EU Data Protection Law Enforcement Directive (LED).%%?
“The directive protects citizens' fundamental right to data protection
whenever personal data is used by criminal law enforcement authorities for
law enforcement purposes. It will in particular ensure that the personal data
of victims, witnesses, and suspects of crime are duly protected and will
facilitate cross-border cooperation in the fight against crime and
terrorism.”%* The LED provides for the prohibition of any decision based
solely on automated processing, unless it is provided by law, and of
profiling that results in discrimination.’®> The LED also requires for
Member States, including Belgium, to enable data subjects to exercise their
rights via national data protection authorities.>¢¢

Following the transposition of the EU Law Enforcement Directive
in Belgian law, the Supervisory Body for Police Information, “the oversight
body which looks at how the police use information (COC) was reformed
to function as an independent data protection body.” 37 It is intended to
oversee how the police use data.’%®

%81 European Data Protection Board letter (Apr. 6, 2022).
https://edpb.europa.cu/system/files/2022-04/edpb_letter out 2022-

0022 belgian draft legislation en.pdf

562 Act on the protection of natural persons with regard to the processing of personal
data (July 30, 2018), https://www.dataprotectionauthority.be/publications/act-of-30-july-
2018.pdf

%63 Directive (EU) 2016/680 of the European Parliament and of the Council of 27 April
2016 on the protection of natural persons with regard to the processing of personal data
by competent authorities for the purposes of the prevention, investigation, detection or
prosecution of criminal offences or the execution of criminal penalties, and on the free
movement of such data, and repealing Council Framework Decision 2008/977/JHA,
https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=celex%3A02016L.0680-20160504
%64 European Commission, Data protection in the EU,
https://commission.europa.eu/law/law-topic/data-protection/data-protection-eu_en

%65 Article 11 (1) and (2) of the LED, https://eur-lex.europa.eu/legal-
content/EN/TXT/?uri=celex%3A020161.0680-20160504

%66 Article 17 of the LED.

567 Algorithm Watch, Automating Society Report 2020: Belgium (2020),
https://automatingsociety.algorithmwatch.org/report2020/belgium/

%68 Supervisory Body for Police Information, https://www.controleorgaan.be/en/
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Both the DPA and the COC are members of the Global Privacy
Assembly (GPA). The DPA co-sponsored the 2018 GPA Declaration on
Ethics and Data Protection in Artificial Intelligence>® but endorsed neither
the 2020 Resolution on Accountability in the Development and Use of
Artificial Intelligence®”® nor the 2022 GPA Resolution on Facial
Recognition Technology.>”! The COC endorsed none of these resolutions.

The EU Charter of Fundamental Rights more generally provides that
EU citizens have the right to protection of their personal data. Article 8 of
the Charter states that: “Everyone has the right to the protection of personal
data concerning him or her. Such data must be processed fairly for specified
purposes and on the basis of the consent of the person concerned or some
other legitimate basis laid down by law.”

Belgium is also a member of the Council of Europe and ratified the
Council of Europe’s Convention 108+ for the protection of individuals with
regard to the processing of personal data.>’?

In 2019, a national human rights institution, the Federal Institute for
the Protection and Promotion of Human Rights, was established. Its main
goal is to facilitate cooperation between the existing human rights oversight
mechanisms and fill the gaps in the existing landscape.®”* More specifically,
it “ensures that the use of new technologies and the digitalisation of society
contribute to strengthening our rights rather than limiting them.”>7*

%89 Global Privacy Assembly, Declaration on Ethics and Data Protection in Artificial
Intelligence (Oct. 23, 2018), https://globalprivacyassembly.org/wp-
content/uploads/2018/10/20180922 ICDPPC-40th_Al-Declaration ADOPTED.pdf

570 Global Privacy Assembly, Resolution on Accountability in the Development and Use
of Artificial Intelligence (Oct. 2020), https://globalprivacyassembly.org/wp-
content/uploads/2020/10/FINAL-GPA-Resolution-on-Accountability-in-the-
Development-and-Use-of-AI-EN-1.pdf

571 Global Privacy Assembly, Resolution on Principles and Expectations for the
Appropriate Use of Personal Information in Facial Recognition Technology (Oct. 2022),
https://globalprivacyassembly.org/wp-content/uploads/2022/11/15.1.c.Resolution-on-
Principles-and-Expectations-for-the-Appropriate-Use-of-Personal-Information-in-Facial-
Recognition-Technolog.pdf

572 Council of Europe, Modernised Convention for the Protection of Individuals with
Regard to the Processing of Personal Data (May 18, 2018)
https://www.coe.int/en/web/data-protection/convention108-and-protocol

573 European Networks of National Human Rights Institutions, ENNHRI welcomes new
law adopted on National Human Rights Institution in Belgium (May 9, 2019),
http://ennhri.org/news-and-blog/ennhri-welcomes-new-law-adopted-on-national-human-
rights-institution-in-belgium/

574 Federal Institute for the Protection and Promotion of Human Rights, What does
FIRM/IFDH do?, https://www.federalinstitutehumanrights.be/en/uw-
rechten/themes/technology-digitalisation-and-human-rights
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Algorithmic Transparency

Belgium is subject to the GDPR and Convention 108+. Belgians
have a general right to obtain access to information about automated
decision-making and to the factors and logic of an algorithm.>”>

The 2020 Recommendation of the Council of Europe Committee of
Ministers on human rights impacts of algorithm systems®’® specifically
emphasizes requirements on transparency, accountability and effective
remedies. With regard to transparency, the Recommendation provides that
“States should establish appropriate levels of transparency with regard to
the public procurement, use, design and basic processing criteria and
methods of algorithmic systems implemented by and for them, or by private
sector actors. The legislative frameworks for intellectual property or trade
secrets should not preclude such transparency, nor should States or private
parties seek to exploit them for this purpose. Transparency levels should be
as high as possible and proportionate to the severity of adverse human rights
impacts, including ethics labels or seals for algorithmic systems to enable
users to navigate between systems. The use of algorithmic systems in
decision-making processes that carry high risks to human rights should be
subject to particularly high standards as regards the explainability of
processes and outputs.””’

The Recommendation also clarifies with regard to “contestability:
Affected individuals and groups should be afforded effective means to
contest relevant determinations and decisions. As a necessary precondition,
the existence, process, rationale, reasoning and possible outcome of
algorithmic systems at individual and collective levels should be explained
and clarified in a timely, impartial, easily-readable and accessible manner
to individuals whose rights or legitimate interests may be affected, as well
as to relevant public authorities. Contestation should include an opportunity
to be heard, a thorough review of the decision and the possibility to obtain
a non-automated decision. This right may not be waived, and should be
affordable and easily enforceable before, during and after deployment,

575 See Recital 63 and Article 22 of the GDPR. Atticle 9 ¢) of the Convention 108+ as
well as Recital 77, Explanatory Report, Convention 108+, p. 24,
https://rm.coe.int/convention-108-convention-for-the-protection-of-individuals-with-
regar/16808b36f1

576 Recommendation CM/Rec(2020)1 of the Committee of Ministers to member States on
the human rights impacts of algorithmic systems (Apr. 8, 2020),
https://search.coe.int/cm/pages/result_details.aspx?objectid=09000016809¢1154

577 Recommendation CM/Rec(2020)1 of the Committee of Ministers to member States on
the human rights impacts of algorithmic systems (Apr. 8, 2020),
https://search.coe.int/cm/pages/result_details.aspx?objectid=09000016809¢1154
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including through the provision of easily accessible contact points and
hotlines.”>78

In 2019, the Federal Institute for the Protection and Promotion of
Human Rights issued its first opinion on the use of algorithms and artificial
intelligence by the administration and argued in favor of more transparency
from public authorities.>”

In April 2021, Members of the Chamber of Representatives
proposed a change to a 1994 law to make the use of algorithms by public
administrations more transparent. Key points of the law are to “publish
algorithmic processes online, specifically when used for individual
decisions,” to inform people of the algorithms used in making decisions on
their cases, and to allow citizens to receive “comprehensible responses” to
questions on algorithmic decisions.’®® The amendment has not passed
yet. 8!

In the meantime, in January 2023, Brussels, in collaboration with
eight other cities across Europe and with the help of Eurocities’ Digital
Forum, adopted an algorithm register, the Algorithmic Transparency
Standard. It will be used by the data officer for the Brussels Capital region.
The aim is to provide more information for residents with regard to the use
of algorithm by municipalities and their impact. The register includes a
range of information such as the type and purpose of an algorithm, the
department using the algorithm, the geographical area and domain it relates
to and a risk category. It also includes details on the data source and training
data, any bias and mitigation, and human oversight. This initiative builds on
similar algorithm registers launched in Amsterdam and Helsinki in
September 2020.

578 Recommendation CM/Rec(2020)1 of the Committee of Ministers to member States on
the human rights impacts of algorithmic systems (Apr. 8, 2020),
https://search.coe.int/cm/pages/result_details.aspx?objectid=09000016809¢1154

579 Federal Institute for the Protection and Promotion of Human Rights, L'TFDH demande
plus de transparence sur l'utilisation des algorithmes par les autorités (Oct. 7,2021),
https://www.federalinstitutehumanrights.be/en/nieuws/lifdh-demande-plus-de-
transparence-sur-lutilisation-des-algorithmes-par-les-autorites

580 Kenniscentrum Data & Maatschappij, Federale overheid - Wetsvoorstel tot wijziging
van de wet van 11 april 1994 betreffende de openbaarheid van bestuur, om meer
transparantie te verschaffen over het gebruik van algoritmen door de overheid (Apr.
2021), https://data-en-maatschappij.ai/beleidsmonitor/federale-overheid-wetsvoorstel-tot-
wijziging-van-de-wet-van-11-april-1994-gebruik-van-algoritmen-door-de-overheid

81 DeKamer.be, Parlementair Document 55K1904, Wetsvoorstel tot wijziging van de wet
van 11 april 1994 betreffende de openbaarheid van bestuur, om meer transparantie te
verschaffen over het gebruik van algoritmen door de overheid (2021),
https://www.dekamer.be/kvvcr/showpage.cfm?section=/flwb&language=nl&cfim=/site/w
wwefm/flwb/flwbn.cfm?legislist=legisnr&dossierlD=1904
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According to André Sobczak, Secretary General, Eurocities, “[t]he
efforts undertaken by these cities aim to set a standard for the transparent
and ethical use of algorithms while their use is still in its relative infancy
across city administrations in Europe. In this way, they seek to offer both a
safeguard for people whose data may be used by algorithms, and have
created a validated model that other cities can use straight away, without
having to invest further resources themselves.” 382

Facial Recognition

The EDPB has issued guidelines on the use of facial recognition
technologies in the area of law enforcement.’®3 “EDPB Chair Andrea
Jelinek said: “While modern technologies offer benefits to law enforcement,
such as the swift identification of suspects of serious crimes, they have to
satisfy the requirements of necessity and proportionality. Facial recognition
technology is intrinsically linked to processing personal data, including
biometric data, and poses serious risks to individual rights and freedoms.”
The EDPB stresses that facial recognition tools should only be used in strict
compliance with the Law Enforcement Directive (LED). Moreover, such
tools should only be used if necessary and proportionate, as laid down in
the Charter of Fundamental Rights.”%*

According to AlgorithmWatch, facial recognition has been used at
the Brussels Airport, football matches, for school registration and for
healthcare. A “smart” video surveillance system is also in use to locate
criminals, solve theft cases and collect statistical information.’®
AlgorithmWatch stressed that there is no legal framework governing this
activity by the police.

The COC has criticized the use of facial recognition at the Brussels
airport, stating that there is “too little information about the implementation
and risks of the technology as there was no clear policy or data protection

%82 Burocities, Nine cities set standards for the transparent use of Artificial Intelligence
(Jan. 23, 2023), https://eurocities.cu/latest/nine-cities-set-standards-for-the-transparent-
use-of-artificial-intelligence/

%83 European Data Protection Board, Guidelines 05/2022 on the use of facial recognition
technology in the area of law enforcement (May12, 2022),
https://edpb.europa.eu/system/files/2022-05/edpb-

guidelines 202205 frtlawenforcement en 1.pdf

584 European Data Protection Board, EDPB adopts Guidelines on calculation of fines &
Guidelines on the use of facial recognition technology in the area of law enforcement,
Press release (May 16, 2022), https://edpb.europa.cu/news/news/2022/edpb-adopts-
guidelines-calculation-fines-guidelines-use-facial-recognition en

%85 AlgorithmWatch, Automating Society 2020 (Oct. 2020),
https://automatingsociety.algorithmwatch.org/report2020/belgium/
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impact assessment conducted to come to a conclusion or offer advice.” In a
2022 report, the COC reiterated “the lack of legal basis for the use of facial
recognition technology by the Brussels airport police” and noted that it took
“corrective action” in order to halt the pilot project.’®® The COC also
reported that Belgian police had used the controversial facial recognition
system Clearview Al without a legal basis and advised Belgian police to
cease this activity.”%’

In January 2022, the Belgian Minister of Internal Affairs expressed
the objective of “creating an ethical advisory board on safety that will
evaluate the ethical and efficient use of technology and methods for
investigation and intervention.”® As of January 2023, there has been no
further communication in this regard.

Regulatory sandboxes

In Belgium, the Flemish and Walloon regions have both developed
regulatory sandboxes aimed at creating self-contained, low-regulation
environments where software developers can experiment with innovative
solutions without taking on significant risks. In Flanders, the Sandbox
Flanders project is coordinated through the Flemish government agency for
digitalization, Digital Flanders. Sandbox Flanders is designed to develop
innovative solutions for the public sector by “matching” start-ups with
government agencies and departments. The project also aims to be a
“permanent marketplace™ for ideas without a profit motive.’®® Many of the
projects in question use Al systems to solve practical issues in particular
“challenges,” such as predicting exam enrollments and automated policy

386 Controleorgaan.be, Advies betreffende een voorstel van resolutie over een driejarig
moratorium op het gebruik van gezichtsherkenningssoftware en — algoritmen in vaste of
mobiele beveiligingscamera’s in openbare en privéplaatsen (Jan. 2022),
https://www.controleorgaan.be/files/DA210029 Advies_N.pdf

387 Controleorgaan.be, TOEZICHTRAPPORT VAN HET CONTROLEORGAAN OP DE
POLITIONELE INFORMATIE MET BETREKKING TOT HET GEBRUIK VAN
CLEARVIEW AI DOOR DE GEINTEGREERDE POLITIE (Feb. 2022),
https://www.controleorgaan.be/files/DIO21006_Toezichtrapport Clearview N_0005044
3.pdf

88 Controleorgaan.be, Advies betreffende een voorstel van resolutie over een driejarig
moratorium op het gebruik van gezichtsherkenningssoftware en — algoritmen in vaste of
mobiele beveiligingscamera’s in openbare en privéplaatsen (Jan. 2022),
https://www.controleorgaan.be/files/DA210029 Advies_N.pdf

58 Digitaal Vlaanderen, Sandbox Viaanderen: ruimte voor innovatie en experiment,
https://www.vlaanderen.be/digitaal-vlaanderen/onze-oplossingen/sandbox-vlaanderen-
ruimte-voor-innovatie-en-experiment
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impact assessments.>*® In the Walloon case, a private entity (LUDEBO)
coordinates the sandbox ecosystem together with Digital Wallonia and the
blockchain startup-collective Walchain, but the goal of this regulatory
sandbox is only to foster blockchain technology development.!

Medical data

The use of Al in healthcare is one of the cornerstones of Belgium’s
Al strategy. An entire chapter of its national convergence plan is devoted to
“centralizing Al in healthcare”®? and the plan states that “the creation of a
healthcare data agency reflects the importance and the necessity of
facilitating the re-use of healthcare for research and innovation.” The
national strategy also emphasizes the “perspective of the user” in that it aims
to stimulate human-centric use of Al in healthcare, while acknowledging
the necessity of clear accountability rules, attention to data bias and privacy,
and giving patients agency over their own data.>*?

Lethal Autonomous Weapons Systems

In 2018, the Belgian Parliament passed a “Resolution to prohibit
use, by the Belgian Defense, of killer robots and armed drones.”** In this
resolution, the Parliament states that Belgium should:

1) Participate in international working groups within the
framework of the United Nations and the Convention on Certain
Conventional Weapons (CCW) in particular to work towards an
internationally recognized definition of killer robots and to

590 Digitaal Vlaanderen, Challenges Sandbox Viaanderen,
https://www.vlaanderen.be/digitaal-vlaanderen/onze-oplossingen/sandbox-vlaanderen-
ruimte-voor-innovatie-en-experiment/challenges-sandbox-vlaanderen

31 Digitalwallonia.be, Sandbox Wallonia (SBW),
https://www.digitalwallonia.be/en/cartography/sandbox-wallonia/

392 Michel.belgium.be, Nationaal convergentieplan voor de ontwikkeling van artificiéle
intelligentie (Oct. 2022),
https://michel.belgium.be/sites/default/files/articles/Plan%20A1%620%28NL%29-
compressed.pdf

393 Michel.belgium.be, Nationaal convergentieplan voor de ontwikkeling van artificiéle
intelligentie (Oct. 2022),
https://michel.belgium.be/sites/default/files/articles/Plan%20A1%20%28NL.%29-
compressed.pdf

394 Chambre des représentants de Belgique [Belgian Chamber of Representatives],
Proposition de résolution relative a la création d’'un agenda robonumérique inclusif et
durable [Proposal for a Resolution Regarding the Creation of an Inclusive and
Sustainable Robo-Digital Agenda] (July 27, 2017),
https://www.lachambre.be/doc/flwb/pdf/54/2643/54k2643001.pdf
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determine which types of weapons will fall into this category in
the future;

2) Advocate in international fora, together with like-minded
countries, for a global ban on the use of killer robots and fully
automated armed drones;

3) Ensure that the Belgian Defense never deploys killer robots in
military operations; and

4) Support the development and use of robotic technology for
civilian purposes.

A 2018 report indicated that Belgium “[does] not support
negotiating new international law on fully autonomous weapons.”%
However, Belgium has recently taken a relatively central role in putting
Lethal Autonomous Weapons Systems (LAWS) on the international
agenda. In 2021, Belgium took on the chairmanship of the Group of
Governmental Experts (GGE) on Lethal Autonomous Weapons Systems
with the aim to “find consensus in relation to the clarification, consideration,
and development of aspects of the normative and operational framework on
emerging technologies in the area of LAWS.”¢ In 2022, Belgium also
signed a joint UN statement noting that the use of LAWS should be
compliant with international law, emphasizing “the necessity for human
beings to exert appropriate control, judgement and involvement” and calling
for clear accountability rules.*’

Belgium was one of the 70 countries that endorsed a joint statement
on autonomous weapons systems at the 2022 United Nations General
Assembly. The joint statement urged “the international community to
further their understanding and address these risks and challenges by
adopting appropriate rules and measures, such as principles, good practices,
limitations and constraints. We are committed to upholding and
strengthening compliance with International Law, in particular International

595 Campaign to Stop Killer Robots, Report on Activities. Convention on Conventional
Weapons Group of Governmental Experts meeting on lethal autonomous weapons
systems (Apr. 2018), https://perma.cc/2M7K-SL.GD

396 Delegation of the European Union to the UN and other international organisations in
Geneva, EU lines to take: Group of Governmental Experts on emerging technologies in
the area of Lethal Autonomous Weapons Systems (Mar. 2022),
https://www.eeas.europa.cu/eeas/eu-lines-take-group-governmental-experts-emerging-
technologies-area-lethal-autonomous-weapons_en?s=62; Dig.watch, GGE on lethal
autonomous weapons systems, https://dig.watch/processes/gge-laws

597 unmeetings.org, Joint Statement on Lethal Autonomous Weapons Systems. First
Commiittee, 77th United Nations General Assembly. Thematic Debate — Conventional
Weapons (Oct. 2022),
https://estatements.unmeetings.org/estatements/11.0010/20221021/A1jJ8bNfWGIL/KT w
9WYcSnnAm_en.pdf
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Humanitarian Law, including through maintaining human responsibility
and accountability in the use of force.”%

In February 2023, Belgium participated in an international summit
on the responsible application of artificial intelligence in the military
domain hosted by the Netherlands. At the end of the Summit, Belgium
endorsed a joint call for action on the responsible development, deployment
and use of artificial intelligence in the military domain.** In this joint call,
States “stress the paramount importance of the responsible use of Al in the
military domain, employed in full accordance with international legal
obligations and in a way that does not undermine international security,
stability and accountability.” They also “affirm that data for Al systems
should be collected, used, shared, archived and deleted, as applicable, in
ways that are consistent with international law, as well as relevant national,
regional and international legal frameworks and data standards. Adequate
data protection and data quality governance mechanisms should be
established and ensured from the early design phase onwards, including in
obtaining and using Al training data.” States also “stress the importance of
a holistic, inclusive and comprehensive approach in addressing the possible
impacts, opportunities and challenges of the use of Al in the military domain
and the need for all stakeholders, including states, private sector, civil
society and academia, to collaborate and exchange information on
responsible Al in the military domain.”®%

Human Rights

Belgium is a signatory to many international human rights treaties
and conventions. In 2022, Belgium received a rating of 96/100 in the
Freedom House Index. Freedom House reported that “Belgium is a stable
electoral democracy with a long record of peaceful transfers of power.

598 United Nations (UN) General Assembly, First Committee, Joint Statement on Lethal
Autonomous Weapons Systems First Committee, 77" United Nations General Assembly
Thematic Debate — Conventional Weapons (Oct. 21, 2022),
https://estatements.unmeetings.org/estatements/11.0010/20221021/A1jJ8bNfWGIL/KT.w
9WYcSnnAm_en.pdf

%99 Government of Netherlands, Call to action on responsible use of Al in the military
domain (Feb.16, 2023) Press Release,
https://www.government.nl/latest/news/2023/02/16/reaim-2023-call-to-action

800 Responsible Al in the Military domain Summit, REAIM Call to Action (Feb. 16,
2023), https://www.government.nl/documents/publications/2023/02/16/reaim-2023-call-
to-action
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Political rights and civil liberties are legally guaranteed and largely
respected”.0!

In a 2020 Recommendation to member States on the human rights
impacts of algorithmic systems, the Council of Europe Committee of
Ministers recalled that “[c]onsidering that member States of the Council of
Europe have committed themselves to ensuring the rights and freedoms
enshrined in the Convention for the Protection of Human Rights and
Fundamental Freedoms to everyone within their jurisdiction and that this
commitment stands throughout the continuous processes of technological
advancement and digital transformation that European societies are
experiencing; Reaffirming that, as a result, member States must ensure that
any design, development and ongoing deployment of algorithmic systems
occur in compliance with human rights and fundamental freedoms, which
are universal, indivisible, inter-dependent and interrelated, with a view to
amplifying positive effects and preventing or minimising possible adverse
effects.”602

OECD Al Principles

Belgium has endorsed the OECD/G20 Al Principles. In its 2021
survey, the OECD noted several examples of implementation of the Al
Principles by Belgium, including the establishment of an Al Observatory,
providing financial and non-financial support to retrain and attract top Al
talent, development of an Al self-assessment tool, and the resolution to
prohibit the use of lethal autonomous weapons by local armed forces.®%

Belgium is a member of the Global Partnership for Al, a multi-
stakeholder initiative which aims to foster international cooperation on Al
research and applied activities and which is “built around a shared
commitment to the OECD Recommendation on Artificial Intelligence.”%%*

Belgium’s 2022 national Al strategy covers all of the OECD Al
principles: inclusive growth, sustainable development and well-being;

60! Freedom House, Freedom in the World 2022 — Belgium,
https://freedomhouse.org/country/belgium/freedom-world/2022

802 Recommendation CM/Rec(2020)1 of the Committee of Ministers to member States on
the human rights impacts of algorithmic systems (Apr. 8, 2020),
https://search.coe.int/cm/pages/result_details.aspx?objectid=09000016809¢1154

803 OECD, State of Implementation of the OECD Al Principles: Insights from National Al
Policies, pp. 10, 14, 29, 30 (June 2021), https://www.oecd.org/digital/state-of-
implementation-of-the-oecd-ai-principles-1cd40c44-en.htm

804 Government of Canada, Canada concludes inaugural plenary of the Global
Partnership on Artificial Intelligence with international counterparts in Montreal (Dec.
4, 2020), https://www.globalprivacyblog.com/legislative-regulatory-developments/uae-
publishes-first-federal-data-protection-law/.
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human-centered values and fairness, transparency and explainability;
robustness, security and safety; and accountability.®> However, the strategy
does not explicitly mention the OECD as the basis for its common
objectives.5%

UNESCO Recommendation on the Ethics of Artificial Intelligence

Belgium is a signatory to the UNESCO Recommendation on the
Ethics of Artificial Intelligence. However, Belgium’s 2022 national strategy
does not explicitly refer to the UNESCO Recommendation.®’

Evaluation

In 2022, Belgium adopted a national Al strategy with a strong focus
on Al ethics which should ensure coherence among the various regional Al
strategies and federate them towards common objectives. Belgium’s
national and regional strategies are guided by values and principles that
closely resemble those of the OECD Al principles. It remains to be seen
how its endorsement of the UNESCO Recommendation on the Ethics of Al
will translate in practice. Belgium’s independent oversight bodies have
curtailed the use of high-risk Al applications such as facial recognition
systems. Concerns exist with regard to a draft legislation which would
curtail the DPA’s independence.

05 OECD, OECD Al Principles overview, https://oecd.ai/en/ai-principles

606 Michel.belgium.be, Nationaal convergentieplan voor de ontwikkeling van artificiéle
intelligentie (Oct. 2022),
https://michel.belgium.be/sites/default/files/articles/Plan%20A1%620%28NL %29-
compressed.pdf

607 Michel.belgium.be, Nationaal convergentieplan voor de ontwikkeling van artificiéle
intelligentie (Oct. 2022),
https://michel.belgium.be/sites/default/files/articles/Plan%20A1%20%28NL.%29-

compressed.pdf

144



Artificial Intelligence and Democratic Values 2022
Center for Al and Digital Policy

Brazil

National Al Strategy

In September 2020, President Jair Bolsonaro declared before the
United Nations General Assembly that Brazil is “open for the development
of state-of-the-art technology and innovation efforts, such as 4.0 Industry,
artificial intelligence, nanotechnology and 5G technology, with all partners
who respect our sovereignty and cherish freedom and data protection”.%®

In April 2021, following on the Digital Transformation Strategy (E-
Digital),*”® the Brazilian government adopted a national Al strategy,
“Estratégia Brasileira de Inteligéncia Artificial” (EBIA).6!° Its elaboration
was delayed due to some changes in ministerial organization. The Ministry
of Science, Technology, Information and Communications (MCTIC) was
split into two: a Ministry of Science, Technology and Information (MCTT)
and a Ministry of Communication (MCom). Al is now the responsibility of
a broad Directorate on Science, and Digital Innovation (under the Secretary
of Entrepreneurship and Innovation of MCTT).6!!

The EBIA sets out six key objectives: develop ethical principles that
guide responsible use of Al; remove barriers to innovation; improve
collaboration between government, the private sector and researchers;
develop AI skills; promote investment in technologies; and advance
Brazilian technological innovation and involvement at the international
level 512

608 President Jair Bolsonaro, Remarks at the General Debate of the 75th Session of the
United Nations General Assembly (Sept. 22, 2020), https://www.gov.br/mre/en/content-
centers/speeches-articles-and-interviews/president-of-the-federative-republic-of-
brazil/speeches/remarks-by-president-jair-bolsonaro-at-the-general-debate-of-the-75th-
session-of-the-united-nations-general-assembly-september-22-2020.

809 The 2018 Estratégia Brasileira para a Transformagéo Digital (E-Digital) includes a
specific action “to evaluate potential economic and social impact of (...) artificial
intelligence and big data, and to propose policies that mitigate negative effects and
maximize positive results”. See OECD Al Policy Observatory, Brazilian Strategy for
Digital Transformation, 2018, https://oecd.ai/en/dashboards/policy-
initiatives/http:%2F%?2Faipo.oecd.org%2F2021-data-policylnitiatives-24273.

619 Government of Brazil, Estratégia Brasileira para a Transformagéo Digital (July 13,
2021), https://www.gov.br/mcti/pt-br/acompanhe-o-
mcti/transformacaodigital/arquivosinteligenciaartificial/ia estrategia portaria mcti 4-
979 2021 _anexol.pdf

511 Ministério da Ciéncia, Tecnologia e Inovag¢des, Organization Chart,
https://www.gov.br/mcti/pt-br/imagens/organograma/sempi.pdf.

512 Government of Brazil, Estratégia Brasileira para a Transformacdo Digital, pp. 3-4
(July 13, 2021), https://www.gov.br/mcti/pt-br/acompanhe-o-
mcti/transformacaodigital/arquivosinteligenciaartificial/ia estrategia portaria mcti 4-
979 2021 _anexol.pdf.
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On May 12, 2022, the Governance Committee of the Brazilian Al
Strategy published the Working Plan for EBIA for 2022.%!3 The Governance
Committee is composed of members from the public sector and
government, companies and associations, NGOs and civil society, and
centers for education and research.®'* The Working Plan mentions which
actions will be prioritized within the scope of the EBIA for 2022. It is
structured around 9 axes: (1) Legislation, regulation, and ethical use; (2) Al
governance; (3) International aspects; (4) Qualifications for a digital future;
(5) Workforce and training; (6) Research, development, innovation, and
entrepreneurship; (7) Application in productive sectors; (8) Application in
public power; (9) Public security.

The actions set forth in the Working Plan encompass: (1)
Encouraging public agencies that will make use of Al for public security to
submit data protection impact assessment prior to implementation; (2)
Development of a framework with recommendations for an ethical Al, with
mitigation of risks and biases; (3) Development of a dynamic repository of
legislation and revision of regulatory model/sandboxes for active
monitoring of the Bills in progress, with timely submission of multi-sectoral
positioning; (4) Creation of an Artificial Intelligence observatory in Brazil,
which can cooperate with other international observatories; (5) Preparation
of an annual report with initiatives focused on international aspects; and (6)
Expanding the offer of undergraduate and graduate courses related to
Artificial Intelligence.

The Governance Committee of the Brazilian Al Strategy had two
meetings in 2022. The first one, on February 9, discussed the revision of the
Brazilian Strategy for Digital Transformation “Estratégia Brasileira para a
Transformacdo Digital,” to be conducted by MCTI. MCTI published the
new Brazilian Strategy for Digital Transformation in November 2022.%15
The second meeting was on August 25, and had as its goal to evaluate the
activities already conducted by the Committee and to plan the next steps.

613 Ministério da Ciéncia, Tecnologia e Inovag¢des, EBIA — Plano de Trabalho 2022,
https:// www.gov.br/mcti/pt-br/acompanhe-o-
mcti/transformacaodigital/arquivosinteligenciaartificial/ebia-plano-de-trabalho-
2022.pdf/view

614 More Information about the Governance Committee of EBIA can be found at
https://www.gov.br/mcti/pt-br/acompanhe-o-mcti/transformacaodigital/inteligencia-
artificial-estrategia-governanca.

615 Ministério da Ciéncia, Tecnologia e Inovagdes, Brazilian Strategy for Digital
Transformation (E-Digital). Ciclo 2022-2026, https://www.gov.br/mcti/pt-br/acompanhe-
o-mcti/transformacaodigital/arquivosestrategiadigital/e-digital ciclo 2022-2026.pdf
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Regarding the governance of the Brazilian Al strategy, Belli, Curzi
and Gaspar,°!® analyzing the Committees” meetings from 2021, highlighted
the lack of transparency with regard to the institutions taking part in the
Governance Committee meetings as well as the criteria used to choose
them, as they were invited by the MCTI to participate in the Committee.
They also identified that, throughout the meetings, there was a constant
majority of private sector associations compared to academia and civil
society, which might result in biased results for the implementation of the
EBIA.

Al Legislation

On September 29, 2021, the House of Representatives approved the
draft Bill No. 21/2020 establishing the Legal Framework for Artificial
Intelligence in Brazil (Marco Legal da Inteligéncia Artificial).®'’ After
approval in the House of Representatives, the draft Bill proceeded to the
Federal Senate for joint analysis with two other legislative proposals: Bill
No. 5051/2019 establishing the principles for the use of Al in Brazil and
Bill No. 872/2021 providing for the ethical framework and guidelines that
underline the development and use of Al in Brazil.

The aim of draft Bill No. 21/2020 is to create a legal framework for
the development and use of Al by the government, companies, various
entities and individuals.®'® AT agents, those who develop, deploy or use an
Al system, will have a series of obligations, such as answering legally for
decisions made by an artificial intelligence system and ensuring that the
data used respects the Brazilian General Data Protection Law (LGPD).%"°
The processing of personal data of customers and users of companies in
both the public and private sector is covered.

616 Belli, Curzi and Gaspar, Al regulation in Brazil: Advancements, flows, and need to
learn from the data protection experience, Computer Law & Security Review, (2023), p.
105767.

517 Brazilian House of Representatives, Cdmara aprova projeto que regulamenta uso da
inteligéncia artificial, (Sept. 29, 2021), https://www.camara.leg.br/noticias/811702-
camara-aprova-projeto-que-regulamenta-uso-da-inteligencia-artificial/

518 Brazilian House of Representatives, Projeto cria marco legal para uso de inteligéncia
artificial no Brasil: Texto determina que a inteligéncia artificial devera respeitar os
direitos humanos e os valores democraticos (Mar. 4, 2020),
https://www.camara.leg.br/noticias/641927-projeto-cria-marco-legal-para-uso-de-
inteligencia-artificial-no-brasil/

819 Presidency of the Republic, Sub-General Secretariat for Legal Affairs, General Law
on Protection of Personal Data (LGPD) (Aug. 14, 2020),
http://www.planalto.gov.br/ccivil_03/ ato2015-2018/2018/Lei/L13709.htm; Katitza
Rodriguez and Veridiana Alimonti, 4 Look-Back and Ahead on Data Protection in Latin
America and Spain (Sept. 21, 2020).
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Academics and NGOs have criticized the draft Bill 21/2020,
warning that the bill “may help perpetuate recent cases of algorithmic
discrimination through provisions that hinder accountability for Al-induced
errors and restrict the scope of the rights established in the LGPD and in the
Brazilian Constitution.”®?® According to them, the legislation favors a
regime of subjective responsibility (requiring proof of a fault) which not
only results in imposing the costs of developing Al applications on citizens
— “in a patent inversion of the constitutional values” — but also does not
establish the necessary incentives for the adoption of appropriate safeguards
against the risks of AL®! The non-discrimination principle “merely
mitigates the possibility of applying systems for illicit or abusive
discriminatory purposes.” As for the principle of neutrality, its “pursuit”
creates no binding obligation. The Bill also “reduces the scope of
application of the principle of non-discrimination in the LGPD, which
prohibits personal data processing for illicit or abusive discriminatory
purposes.” The Brazilian Al Bill “gravely undermines the exercise of
fundamental rights such as data protection, freedom of expression and
equality.”

In response to these criticisms, in March 2022, the Federal Senate
appointed a temporary Commission of Jurists (Comissdo de Juristas,
“CJSUBIA”) chaired by Justice Ricardo Villas Boas Cueva from the
Superior Court of Justice (Superior Tribunal de Justica, STJ) and with
renowned academic Laura Schertel Ferreira Mendes as the Rapporteur.5
The Commission is responsible for analyzing the three draft Al bills and
consolidate them in a proposal for a new Brazilian AI Act.

The work of the Commission of Jurists was developed in three
stages. The first stage was the establishment of public participation
mechanisms in order to ensure the participation of society and obtain
technical and multidisciplinary contributions. The second phase consisted
in conducting ordinary working meetings and an international seminar with
legal AI experts across the world, such as such as Alessandro Mantelero,
Marc Rotenberg, Mireille Hildebrandt, or Maria Paz Canales, with the aim

620 José Renato Laranjeira de Pereira and Thiago Guimardes Moraes, Promoting
irresponsible AI: lessons from a Brazilian bill, Heinrich Boll Stiftung (Feb. 14, 2022,
https://eu.boell.org/en/2022/02/14/promoting-irresponsible-ai-lessons-brazilian-bill.

621 Change.org, Open letter from jurists to the Federal Senate against article 6, item VI of
PL 21-A/2020 (Carta aberta de juristas ao Senado Federal contra o artigo 6°, inciso VI do
PL 21-A/2020), https://www.change.org/p/senado-federal-carta-aberta-de-juristas-ao-
senado-federal-contra-o-artigo-60-inciso-vi-do-pl-21-a-2020.

622 More details about the Commission’s work, statute and schedule are publicly available
at https://legis.senado.leg.br/comissoes/comissao?codcol=2504.
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to gather further feedbacks. The third phase was dedicated to the writing
and consolidation of the inputs obtained for the elaboration of the proposal
for a new Brazilian Al Act. In the third phase, 5 subgroups were created to
develop the writing: 1. Concepts, fundamentals and principles (headed by
Clara Iglesias Keller), 2. Rights and Governance Rules (headed by Miriam
Wimmer), 3. Risk categorization and algorithmic impact assessment
(headed by Bruno Bioni), 4. Measures to support innovation (headed by
Mariana Valente, 5. Supervision and Oversight.5%3

The Commission of Jurists finalized its work on December 1,
2022,5%* and submitted it to the Federal Senate on December 6, 2022.5%° The
proposal shall now be examined and voted on by the Brazilian Senate. The
“explanatory statement” of the report stresses, “Therefore, this substitute
bill is based on the premise that there is no trade-off — a mutually exclusive
choice — between protection of fundamental rights and freedoms,
appreciation of work and dignity of the human person in the face of the
economic order and the creation of new value chains. (...) Its normative
objective is to conciliate an approach based on risks with a regulatory model
based on rights (...) weight of regulation is dynamically calibrated according
to the potential risks of the technology application context. Were
established, symmetrically to the rights, certain general measures and
specific governance for, respectively, artificial intelligence systems with
any degree of risk and for those categorized as high risk.”

The proposal has 45 articles, divided into 9 chapters: 1) Preliminary
provisions, 2) Rights, 3) Risk Categorization, 4) Governance of Al
Systems, V) Civil Liability, VI) Codes of Good Practice and Governance,
VII) Reporting Serious Incidents, VIII) Supervision and Enforcement, 1X)
Final Provisions. It has two different regulatory approaches. Overall, it is
risk-based approach, imposing different obligations depending on the level
of risk of the Al system. However, it also brings a rights-based approach,
since there are rights recognized for all individuals affected by Al systems,
regardless of their risk levels.

623 CJSUBIA. 001 — Regulamento Interno, Plano de Trabalho e Cronograma,
https://legis.senado.leg.br/comissoes/comissao?codcol=2504.

624 Federal Senate, Jurists Commission Approves Draft of the Legal Framework for
Artificial Intelligence (Dec. 1, 2022),
https://www12.senado.leg.br/noticias/audios/2022/12/comissao-de-juristas-aprova-
anteprojeto-do-marco-legal-da-inteligencia-artificial.

625 Federal Senate, Jurists Commission Concludes Text of the Legal Framework for
Artificial Intelligence (Dec. 6, 2022),
https://www12.senado.leg.br/noticias/materias/2022/12/06/comissao-conclui-texto-sobre-
regulacao-da-inteligencia-artificial-no-brasil.
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The rights for all affected individuals include: right to prior
information before interacting with Al systems, right to explanation, right
to challenge decisions or predictions made by Al right to human
participation in decisions in Al systems, right to non-discrimination and
right to privacy and protection of personal data.

Chapter 3 describes the risk categorization of Al systems. Prior to
being placed on market or used in service every Al system will go through
a preliminary evaluation, performed by the supplier of the Al system, to
classify its degree of risk, according to the criteria set forth in the law. For
high-risk artificial intelligence systems, it will be mandatory to conduct an
algorithmic impact assessment, and its conclusions will be made public,
with the protection of industrial and trade secrets when necessary. Artificial
Intelligence systems classified as excessive risk are prohibited to be used or
implemented, and there is a non-exhaustive list of such in the law. The law
also proposes a regulation to restrict the use of remote biometric
identification systems in public security.

A controversial theme since draft Bill No. 21/2020 was Civil
Liability for damages caused by Al systems. The proposal defines that in
the case of high risk or excessive risk of the Al systems, the supplier or
operator is objectively liable for the damage caused. Otherwise, the liability
will be presumed and there will be a reversal of the burden of proof in favor
of the victim.

To enforce the new legislation the competent authority will be a
body or entity of the Federal Government, still to be defined.

On August 11, 2021, the State of Ceara for its part adopted Law No.
17/611 establishing obligations and guidelines for the implementation and
use of Al systems within the State.®?® This law establishes that AT systems
must be designed in a safe way, based on ethics and in accordance with this
Law and Brazilian laws more generally. It defines an Al system as computer
science technologies that enable computers to interact with humans, through
technological mechanisms that enable the simulation of human reasoning.

State Law No. 17/611 set some obligations for Al systems and the
companies that develop them:

(1) establish secure mechanisms and algorithms, capable
of protecting and ensuring the privacy and
inviolability of users' data;

(i1)  respect for human dignity and equal treatment for all
users, non-discrimination;

626 L egislative Assembly of the State of Ceard, Law No. 17.611 of 11 August 2021,
https://www?2.al.ce.gov.br/legislativo/legislacao5/leis2021/17611.htm.
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(iii))  enable users to have control over their personal data
and how they are being used;

(iv)  ensure that the systems are always managed by
humans, and submitted to them, and maintain human
autonomy and supervision;

V) promote social well-being and not incite hatred and
violence; and

(vi)  respect freedom of expression, as long as it does not
contradict the previous items.

In addition, State Law No. 17/611 states that companies
headquartered in the State of Cear4, or that have their artificial intelligence
systems in use and operation in the State of Ceard, must be responsible for
how their systems operate, being liable for any damages in accordance with
the law.

Public Participation

The Ministry of Science, Technology, Innovations and
Communications (MCTIC) organized an online public consultation
between December 2019 and February 2020 to gather inputs for “a National
Artificial Intelligence Strategy that allows to enhance the benefits of Al for
the country, mitigating any negative impacts.”®?” According to the terms of
the public consultation, “the objective of the strategy is to solve concrete
problems in the country, identifying priority areas in the development and
use of Al-related technologies in which there is greater potential for
obtaining benefits. It is envisaged that Al can bring gains in promoting
competitiveness and increasing Brazilian productivity, in providing public
services, in improving people's quality of life and in reducing social
inequalities, among others.”%?

The consultation addressed thematic areas related to Al and focused
on the government's role regarding the impact of Al technologies on society.
Relevant documents to artificial intelligence were made available on the
consultation website. The consultation collected about 1,000 contributions
in total, which were taken into account for the development of the strategy
proposal.6?®

527 Participate Brazil, Ministério da Ciéncia, Tecnologia, Inovagdes e Comunicagdes,
Brazilian Artificial Intelligence Strategy - Qualifications for a Digital Future,
http://participa.br/estrategia-brasileira-de-inteligencia-artificial/blog/apresentacao-e-
instrucoes.

628 Tbid.

529 OECD Al Policy Observatory, Policy Initiatives for Brazil,
https://oecd.ai/dashboards/policy-
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Academics and NGOs have stated that the debate on Bill No.
21/2020 lacked public participation. According to José Renato Laranjeira
de Pereira and Thiago Guimaraes Moraes, “[t]he debate on the bill ignored
the claims of experts and civil society organisations to address the high risks
of the technology regarding fundamental rights. In contrast, Members of
Congress delivered favorable speeches on the positive impacts of Al in
society, especially as a tool for efficiency and innovation.”¢3°

As indicated above, the Federal Senate responded to these criticisms
by establishing a Commission of Jurists to prepare a new consolidated
proposal for a Brazilian Al Act, the preparation of which involved the
establishment of public participation mechanisms. The Commission of
Jurists initiated the organization of meetings, seminars, and public hearings
divided into thematic axes, with the participation of experts and national
and international representatives. 12 thematic panels were created and the
Commission of Jurists received 102 statements from civil society entities,
consolidated in the report submitted to the Federal Senate.®*!

Data Protection

In September 2020, Brazil’s President signed the new Brazilian data
protection law, Lei Geral de Protecdo de Dados Pessoais (LGPD).%3? The
LGPD is the first comprehensive data protection law in Brazil and mirrors

initiatives?conceptUris=http:%2F%2Fkim.oecd.org%2FTaxonomy%2FGeographical Are
as%23Brazil.

830 José Renato Laranjeira de Pereira and Thiago Guimardes Moraes, Promoting
irresponsible Al: lessons from a Brazilian bill, Heinrich Boll Stiftung (Feb. 14, 2022),
https://eu.boell.org/en/2022/02/14/promoting-irresponsible-ai-lessons-brazilian-bill.

831 Federal Senate, Jurists Commission Concludes Text of the Legal Framework for
Artificial Intelligence (Dec. 6, 2022),
https://www12.senado.leg.br/noticias/materias/2022/12/06/comissao-conclui-texto-sobre-
regulacao-da-inteligencia-artificial-no-brasil.

832 Presidency of the Republic, Sub-General Secretariat for Legal Affairs, General Law
on Protection of Personal Data (LGPD) (Aug. 14, 2020)
http://www.planalto.gov.br/ccivil 03/ ato2015-2018/2018/Lei/L13709.htm; Katitza
Rodriguez, Veridiana Alimonti, 4 Look-Back and Ahead on Data Protection in Latin
America and Spain (Sept. 21, 2020), https://www.eff.org/deeplinks/2020/09/look-back-
and-ahead-data-protection-latin-america-and-spain.
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the European Union’s GDPR.%? The LGPD is relevant to the processing of
personal data in relation to Al applications.3*

Seven principles underpin the protection of personal data in the
LGPD: (1) respect for privacy; (2) informative self-determination; (3)
freedom of expression, information, communication and opinion; (4) the
inviolability of intimacy, honor and image; (5) economic and technological
development and innovation; (6) free enterprise, free competition and
consumer protection; and (7) human rights, the free development of
personality, dignity and the exercise of citizenship by natural persons.

On February 10, 2022, the Brazilian Congress enacted
Constitutional Amendment (EC) 115, which establishes personal data
protection as a fundamental right in Brazil’s 1988 Federal Constitution.®%
EC 115 also gives the Federal Government exclusive jurisdiction to
legislate on personal data protection and processing.

The amendment establishes the competence of the highest court
within Brazil’s judiciary, the Federal Supreme Court (Supremo Tribunal
Federal, STF), to adjudicate legal issues involving personal data.
Previously, the STF had examined related cases based on other
constitutional guarantees, such as the inviolability of intimacy and
individuals’ private life.

Brazil’s alignment with international data protection trends is also
reflected in EC 115. Personal data protection is recognized as a fundamental
right by numerous other democratic states and international organizations,
and, as an example, is established in Article 8 of the Charter of Fundamental
Rights of the European Union.

Entities that process personal data in compliance with the Brazilian
legislation are set to benefit from greater legal certainty with the passing of
EC 115. By giving Brazil’s federal government exclusive jurisdiction over
data protection legislation, EC 115 prevents alternative, and possibly

833 Hogan Lovells Engage, Brazil creates a Data Protection Authority (Jan. 11, 2019),
https://www.engage.hoganlovells.com/knowledgeservices/news/brazil-creates-a-data-
protection-authority.

834 Lexology, An interview with Demarest Advogados discussing artificial intelligence in
Brazil (Nov. 27, 2020), https://www.lexology.com/library/detail.aspx?g=70705701-b4c6-
4aa7-8a8a-344dd757f578.

835 Federal Senate, Constitutional Amendment on Protection of Personal Data Adopted
(10 Feb., 2022), https://www12.senado.leg.br/noticias/materias/2022/02/10/promulgada-
emenda-constitucional-de-protecao-de-dados.
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incompatible, regulations on the subject from being enacted at state or
municipal level.5%¢

Al Oversight

The LGPD establishes a national data protection authority in Brazil,
Autoridade Nacional de Prote¢do de Dados (ANPD) as an agency of the
federal government linked to the office of the President of Brazil.®3” The
ANPD is guaranteed technical and decision-making autonomy,%*® and is
given important attributions related to the LGPD interpretation, application
and enforcement.%”

Among other powers, the National Data Protection Authority (1)
regulates the General Data Protection Law; (2) supervises compliance with
personal data protection legislation, with a view to protecting the
fundamental rights of freedom, privacy and the free development of the
natural person's personality; (3) develops the guidelines of the National
Data Protection Plan in order to protect the fundamental rights of freedom,
privacy and the free development of the personality of the natural person;
and (4) applies administrative sanctions.®*

The ANPD is not a member of the Global Privacy Assembly (GPA).
It has observer status since October 2021. The DPDC has not endorsed the
2018 GPA Declaration on FEthics and Data Protection in Artificial

836 Mattos Filho, Personal data protection recognized as fundamental right in Brazil
(Feb. 10, 2022), https://www.mattosfilho.com.br/en/unico/protecao-dados-direito-
fundamental/.

837 Article 55-A, General Law on Protection of Personal Data (LGPD), (Aug. 14, 2020),
http://www.planalto.gov.br/ccivil_03/ ato2015-2018/2018/Lei/L.13709.htm.

638 Ibid., Article 55-B.

839 Art. 55-J LGPD; Centre for Information Policy Leadership (CIPL) and Centro de
Direito, Internet e Sociedade of Instituto Brasiliense de Direito Publico (CEDIS-IDP),
The Role of the Brazilian Data Protection Authority (ANPD) under Brazil’s New Data
Protection Law (LGPD) (Apr. 17, 2020), https://www.huntonprivacyblog.com/wp-
content/uploads/sites/28/2020/08/en_cipl-

idp_paper_on_the role of the anpd under the lgpd 04.16.pdf.

640 Article 55-J LGPD, https://www.gov.br/secretariageral/pt-
br/noticias/2020/agosto/governo-federal-publica-a-estrutura-regimental-da-autoridade-
nacional-de-protecao-de-dados.
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Intelligence,*!' the 2020 GPA Resolution on Al Accountability,*? or the
2022 GPA Resolution on Facial Recognition Technology.®*

In September 2020, the Federal Government published a decree
establishing the rules governing the ANPD with the objective of giving
effect to the LGPD and enabling sanctions in case of non-compliance.®**

Some concerns have been voiced regarding the ANPD’s
independence. Of the five members of the ANPD Board of Directors
appointed by the President, three were military, including the ANPD's
president.®* In October 2020, the OECD stated that: “administrative and
legal frameworks that leave open even a small possibility of a privacy
enforcement authority being instructed by another administrative body on
how to exercise its functions do not satisfy the independence criterion.”64
The OECD recommended that “Brazil amend the law establishing the
National Data Protection Authority; ensure that the rules for appointing the
ANPD’s Board of Directors and the National Council for the Protection of
Personal Data are transparent, fair and based on technical expertise; and
guarantee an adequate and predictable budget to the ANPD through a

transparent process”.%4”

841 Global Privacy Assembly, Declaration on Ethics and Data Protection in Artificial
Intelligence (Oct. 23, 2018), https://globalprivacyassembly.org/wp-
content/uploads/2018/10/20180922 ICDPPC-40th _Al-Declaration ADOPTED.pdf

642 Global Privacy Assembly, Resolution on Accountability in the Development and Use
of Artificial Intelligence (Oct. 2020), https://globalprivacyassembly.org/wp-
content/uploads/2020/10/FINAL-GPA-Resolution-on-Accountability-in-the-
Development-and-Use-of-AI-EN-1.pdf

643 Global Privacy Assembly, Resolution on Principles and Expectations for the
Appropriate Use of Personal Information in Facial Recognition Technology (Oct. 2022),
https://globalprivacyassembly.org/wp-content/uploads/2022/11/15.1.c.Resolution-on-
Principles-and-Expectations-for-the-Appropriate-Use-of-Personal-Information-in-Facial-
Recognition-Technolog.pdf

644 Government of Brazil, Federal Government publishes the regulatory structure of the
National Data Protection Authority: Measure complies with the General Personal Data
Protection Law and provides conditions for the operationalization of personal data
protection in Brazil (Sept. 2, 2020), https://www.gov.br/secretariageral/pt-
br/noticias/2020/agosto/governo-federal-publica-a-estrutura-regimental-da-autoridade-
nacional-de-protecao-de-dados.

645 Paula Pagani, Rafael Szmid, Brazil’s Senate approves Presidential appointees for
Brazilian Data Protection Authority (Oct. 23, 2020),
https://www.jdsupra.com/legalnews/brazil-s-senate-approves-presidential-63220/.

846 OECD, Going Digital in Brazil 127 (Oct. 26, 2020), https://www.oecd-
ilibrary.org/docserver/e9bf7f8a-en.pdf.

547 Tbid.
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On October 26, 2022, the National Congress approved Law No.
14.460/2022 which severed the ANPD’s ties with the Presidency.®*® Thanks
to its special nature, the ANPD preserves its technical and decision-making
autonomy in relation to direct public administration. Like other autarchies,
it will benefit from administrative and budgetary autonomy.

On November 8, 2022, the Brazilian Data Protection Authority
(ANPD) published its regulatory agenda for 2023-2024 with the goal to
provide greater predictability, publicity, transparency and efficiency to its
regulatory process. According to the ANPD, in addition to ensuring the
proper application of the LGPD, in particular its Article 20 which deals with
the right of the data subject to request the review of automated decisions,
the ANPD can better address the issue of Al by means of guidance
documents (such as guides and technical studies). The ANPD states that it
is essential that it studies and monitors the subject from the perspective of
personal data protection and, in particular, the application of the LGPD,
since these guidelines will serve as a basis for the development of other
rules that may be necessary for the discipline of Al systems.®%

Algorithmic Transparency

Article 20 of the LGPD establishes the right of any individual “to
request the review of decisions taken solely on the basis of automated
processing of personal data that affect his interests, including decisions
designed to define his personal, professional, consumer and credit profile or
aspects of his personality.”6%°

As a result, “the controller shall provide, whenever requested, clear
and adequate information regarding the criteria and procedures used for the
automated decision, observing the commercial and industrial secrets.”¢>!
Where the information is not provided due to the observance of commercial
and industrial secrecy, the national data protection authority “may perform

648 Brazilian Government, National Congress adopts Law No. 14.460 which transforms
ANPD in an autarchy of special nature (Oct. 26, 2022), https://www.gov.br/anpd/pt-
br/assuntos/noticias-periodo-eleitoral/congresso-nacional-promulga-a-lei-no-14-460-que-
transforma-a-anpd-em-autarquia-de-natureza-especial.

849 Autoridade Nacional de Prote¢do de Dados, ANPD. Agenda regulatoria 2023-2024
(Nov. 4, 2022), https://www.gov.br/anpd/pt-br/assuntos/noticias/anpd-publica-agenda-
regulatoria-2023-2024/AgendaRegulatria20232024.pdf/view.

850 Presidency of the Republic, Sub-General Secretariat for Legal Affairs, General Law
on Protection of Personal Data (LGPD) (Aug. 14, 2020)
http://www.planalto.gov.br/ccivil 03/ ato2015-2018/2018/Lei/L13709.html; Katitza
Rodriguez, Veridiana Alimonti, 4 Look-Back and Ahead on Data Protection in Latin
America and Spain (Sept. 21, 2020).

851 Article 20.1 LGPD.

156



Artificial Intelligence and Democratic Values 2022
Center for Al and Digital Policy

audits to verify discriminatory aspects in automated processing of personal
data.”%3?

Some Brazilian researchers, such as Prof. Renato Leite Monteiro,
have stated that a comprehensive interpretation of the LGPD, in conjunction
with the Constitution, consumer law and other legal provisions, guarantees
the existence of a right to explanation in Brazil. However, this position
demands greater judicial consolidation.5>

The national Al strategy heavily features algorithmic transparency
as a goal for the development of Al capabilities and policies in Brazil. One
of the critical strategic actions delineated in the EBIA is “[e]ncouraging
transparency and responsible disclosure actions regarding the use of Al
systems, and promoting compliance by such systems with human rights,
democratic values and diversity.”%>* The EBIA also outlined algorithmic
transparency as a critical theme to be pursued in Al research. The strategy
outlined transparency as a critical element of Al governance both regarding
explainability of decisions taken by autonomous systems and the
transparency of methodologies used in the development of Al systems,
including data sources and project procedures.®>

Algorithm-based Advertising

In December 2021, the Brazilian Advertising Self-Regulation
Council (CONAR)®¢ decided a case involving algorithm-based
advertising.®*’ The ruling was issued with regard to Complaint No.
203/2021, filed by a consumer against a streaming platform, alleging that
an ad did not reflect the actual content of the platform. In its defense, the
streaming platform clarified that its ads are created automatically through
algorithms, which, having identified the consumer's interest in the film,
would have then used the film to increase the consumer's engagement with

852 Article 20.2 LGPD.

853 Institute for Research on Internet and Society, Automated decisions and algorithmic
transparency (Nov. 16, 2019), https://irisbh.com.br/en/automated-decisions-and-
algorithmic-transparency/.

854 Ministério da Ciéncia, Tecnologia e Inovagdes, Estratégia Brasileira de Inteligéncia
Artificial, p. 23 (July 13, 2021), https://www.gov.br/mcti/pt-br/acompanhe-o-
mcti/transformacaodigital/arquivosinteligenciaartificial/ebia-diagramacao 4-

979 2021.pdf.

555 Ibid., p. 25 (July 13, 2021).

856 CONAR is a non-governmental organization that acts as a tribunal within the
advertising industry, seeking to ensure advertising practices are lawful and ethical
(CONAR, About CONAR, http://www.conar.org.br/ ).

87 CONAR, Complaint No. 203/21, Ruling issued on 7 Dec. 2021, in CONAR, Conar
Gazette: Ethics in Practice, Issue 222, (Jan. 2022), pp. 6-7,
http://www.conar.org.br/pdf/conar222.pdf.
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the ad. CONAR did not consider that the streaming platform had committed
any irregularities through this practice. However it warned that advertisers
should be cautious when using algorithm-based advertising, as those may
hinder consumers from obtaining the solutions they actually seek.

EdTech

The EdTech apps Descomplica and Stoodi used in Sao Paulo were
part of a 2022 global study conducted by Human Rights Watch on the
education technology endorsed by 49 governments, including Brazil, for
children’s education during the pandemic. Based on technical and policy
analysis of these EdTech products, Human Rights Watch found that Brazil’s
endorsement of these online learning platforms put at risk or directly
violated children’s rights.

Human Rights Watch found that both Descomplica and Stoodi have
“the ability to collect their users’ advertising IDs. This allowed these apps
to tag children and identify their devices for the sole purpose of advertising
to them.” According to Human Rights Watch, in line with child data
protection principles as well as corporations’ human rights responsibilities
outlined in the United Nations Guiding Principles on Business and Human
Rights, EdTech and AdTech companies should not collect and process
children’s data for advertising. The report noted steps companies should
take to protect children’s rights, including working with governments to
define clear retention and deletion rules for children’s data collected during
the pandemic. Furthermore, governments should develop, refine, and
enforce modern child data protection laws and standards, and ensure that
children who want to learn are not compelled to give up their other rights in
order to do s0.%%8

Medical Data

According to a 2020 OECD report for the G20 Digital Economy
Task Force, Brazil is in the process of establishing regulation in the area of
privacy and personal data protection in health systems, consistent with
existing legislation, including the LGPD. To this end, the country is
developing a national electronic health records system, which aims to
provide a robust database for current medical use, as well as for technology
development and innovation.5>

58 Human Rights Watch, How Dare They Peep into My Private Life (May 25, 2022),
https://www.hrw.org/report/2022/05/25/how-dare-they-peep-my-private-life/childrens-
rights-violations-governments

59 OECD G20 Digital Economy Task Force, Examples of AI National Policies 10
(2020), https://www.mcit.gov.sa/sites/default/files/examples-of-ai-national-policies.pdf.
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On March 24, 2022, the Brazilian Health Regulatory Agency
(ANVISA)®? published a Resolution about the regularization of Software
as a Medical Device (SaMD). Resolution (RDC) 657/2022 entered into
force on July 1, 2022.°6! ANVISA clarified that the purpose of the device
must be respected. There is currently no provision for specific regulation of
SaMD that includes Al or ML technology; however, manufacturers of
SaMD using this type of technology should submit, at the time of
regularization, a description of the databases used for Al learning, training
and verification activities, information regarding the origin, the amount and
the description of the data used together with a report containing a
justification for the Al technique applied, the size of the databases used and
a report on the training history. The absence of such information at the time
of submission of the device regularization may lead to a negative outcome,
for lack of sufficient explanation regarding the technology applied to the
product, as required in the medical device regulation.%®?

Al and the Judiciary

With a current backlog of 78 million lawsuits, the Brazilian judicial
system operates with substantial challenges in case flow management. The
lack of resources to meet this demand®®* has led to numerous initiatives
involving Artificial Intelligence.%%*

In this context, the President of the National Council of Justice
(CNJ), a judicial agency responsible for the administrative and financial

80 The Brazilian Health Regulatory Agency (Anvisa) is an autarchy linked to the
Ministry of Health, part of the Brazilian National Health System (SUS) as the coordinator
of the Brazilian Health Regulatory System (SNVS), present throughout the national
territory. Anvisa’s role it to promote the protection of the population’s health by
executing sanitary control of the production, marketing and use of products and services
subject to health regulation, including related environments, processes, ingredients and
technologies, as well as the control in ports, airports and borders. More information at
https://www.gov.br/anvisa/pt-br/english.

8! Brazilian Government, Resolution No. 657 of 24 March 2022,
https://www.in.gov.br/en/web/dou/-/resolucao-de-diretoria-colegiada-rdc-n-657-de-24-
de-marco-de-2022-389603457.

862 ANVISA, Perguntas e Respostas, pp. 40-41, https://www.gov.br/anvisa/pt-
br/assuntos/noticias-anvisa/2022/software-como-dispositivo-medico-perguntas-e-
respostas/perguntas-respostas-rdc-657-de-2022-v1-01-09-2022.pdf

563 SIPA, The Future of Al in the Brazilian Judicial System: AI Mapping, Integration and
Governance, https://itsrio.org/wp-content/uploads/2020/06/STPA-Capstone-The-Future-
of-Al-in-the-Brazilian-Judicial-System-1.pdf.

664 Al devices (called “robots”), tested in the Brazilian Judiciary include Leia, Poti,
Jerimun, Clara, Radar, Elis, Sinapse, Victor, each with a specific function.
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control of the judiciary and the supervision of judges,®®® published in
August 2020 a Resolution on ethics, transparency and governance in the
production and use of Artificial Intelligence in the Judiciary. ¢ The NCJ
Resolution addresses Al-related requirements such as respect for human
rights, preservation of equality, non-discrimination, plurality and solidarity,
transparency (from disclosure to explainability), data security, user control
and accountability.

The Public Prosecutor’s Office®®” of the State of Rio de Janeiro has
reportedly invested in data science and Al to expedite investigations and
prevent crimes.®®® The system has allowed information from different
sources and bodies to be collected as well as real-time data to be collected
from suspected criminals. Likewise, Brazil’s federal and state police are
using Al applications such as military drones®®® and crime prediction
software.57

Similar to the EU GDPR, the LGPD (Art. 4) excludes ‘“the
processing of data for the purposes of public security” from its scope and
states that such processing “shall be governed by specific legislation, which
shall provide proportional and strictly necessary measures in order to serve

865 US Law Library of Congress, Brazil, Legal Research Guide — The Judicial Branch
(2011), https://www.loc.gov/law/help/legal-research-guide/brazil-judicial-branch2 2011-
005662 RPT.pdf.

666 National Council of Justice, Resolution No. 332 provides for ethics, transparency and
governance in the production and use of Artificial Intelligence in the Judiciary and
provides other measures (Aug. 21, 2020), https://atos.cnj.jus.br/atos/detalhar/3429.

87 In Brazil, the Prosecution Service is not part of the Executive. The legislative and
judicial branches are totally independent. It cannot be terminated and its duties cannot be
transferred to other government agencies. Prosecutors have their independence
guaranteed by the Brazilian Constitution. They are subordinated to an authority for
administrative purposes only, but each member of the Prosecution Service is free to act
according to their conscience and convictions under the law. See Brazilian Prosecution
Service, https://www.mpf.mp.br/rj.

568 MPRJ, Aposta em Inteligéncia Artificial para Agilizar Investigagdes no Rio, G1 (Oct.
1, 2018), https://gl.globo.com/rj/rio-de-janeiro/noticia/2018/10/01/mp-aposta-em-
inteligencia-artificial-para-agilizar-investigacoes-no-rj.ghtml.

569 ISTOE, Against organized crime, PF puts unmanned aerial vehicle in the Amazon
(Aug, 20, 2016), https://istoe.com.br/contra-o-crime-organizado-pf-poe-veiculo-aereo-
nao-tripulado-na-amazonia/.

570 Sarah Griffiths, CrimeRadar is using machine learning to predict crime in Rio, Wired
UK (Aug. 18, 2016), https://www.wired.co.uk/article/crimeradar-rio-app-predict-crime.
See also United for Smart Sustainable Cities, Crime prediction for more agile policing in
cities —Rio de Janeiro, Brazil: Case study of the U4SSC City Science Application
Framework (Oct. 2019), https://igarape.org.br/wp-
content/uploads/2019/10/460154_Case-study-Crime-prediction-for-more-agile-policing-

in-cities.pdf.
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the public interest.” However, such specific legislation does not yet exist in
Brazil.*7!

Computational Propaganda

According to Freedom House, Brazil is only “partly free” when it
comes to “Freedom on the net”. “Manipulated content is common in the
Brazilian online environment, with a notable proliferation of disinformation
during the 2018 and 2022 election campaigns.”®’? Several studies®’® have
pointed out the use of bots on online gatekeepers in the electoral context.
Misinformation campaigns in Brazil have consisted in “pro-government and

99,

pro-party propaganda”; “attack[ing] the opposition and mount[ing] smear
campaigns”; “suppress[ing] participation through trolling and harassment”;
“driv[ing] division and polariz[ing] citizens.”¢"*

Global Voice also reported that “in February 2022, the Federal Police
delivered a partial report to the Supreme Court in which it further detailed
the structure of these “digital militias” charged with coordinating attacks
against rival politicians, democratic institutions, and the dissemination of
“false news.” This report was part of a Supreme Court probe (dubbed “the

digital militias probe™) opened in 2021.767°

571 Mariana Canto, Submission to the UN Special Rapporteur on the promotion and
protection of the right to freedom of opinion and expression: The Surveillance Industry
(Feb. 2019),

https://ohchr.org/Documents/Issues/Opinion/Surveillance/ MARTANA%20CANTO.pdf.
572 Freedom House, Freedom on the Net 2022 - Brazil Country Report,
https://freedomhouse.org/country/brazil/freedom-net/2022.

673 See Samantha Bradshaw, Hannah Bailey, Philip N. Howard, Industrialized
Disinformation — 2020 Global Inventory of Organized Social Media Manipulation,
Oxford Internet Institute (2021), https://demtech.oii.ox.ac.uk/wp-
content/uploads/sites/12/2021/02/CyberTroop-Report20-Draft9.pdf; Joao Guilherme
Bastos dos Santos, Arthur Ituassu, Sergio Lifschitz, Thayane Guimaraes, Diego
Cerqueira, Debora Albu, Redson Fernando, Julia Hellen Ferreira, Maria Luiza Mondelli,
Das milicias digitais ao comportamento coordenado: metodosinterdisciplinares de
analise e identificacao de bots nas eleicoes brasileiras, Sociedade Brasileira de
Computagdo (2021), pp. 187-192, https://doi.org/10.5753/brasnam.2021.16138.

674 Samantha Bradshaw, Hannah Bailey, Philip N. Howard, Industrialized Disinformation
— 2020 Global Inventory of Organized Social Media Manipulation, Oxford Internet
Institute (2021), https://demtech.oii.ox.ac.uk/wp-
content/uploads/sites/12/2021/02/CyberTroop-Report20-Draft9.pdf.

575 Lais Martins, Under Bolsonaro, political attacks gain institutional legitimacy in
Brazil, Global Voices (Oct. 2, 2022), https://advox.globalvoices.org/2022/10/02/under-
bolsonaro-political-attacks-gain-institutional-legitimacy-in-brazil/.
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Facial Recognition

Facial recognition is implemented by both the public and
private sectors in Brazil. According to Instituto Igarapé, a Brazilian think
tank, there were at least 48 facial recognition applications throughout 16
Federal States between 2011 to 2019.7® The main use sectors are (i) public
security, (ii) border control, (iii) transportation and (iv) education.®”’

In August 2018, the Brazilian Institute for Consumer Protection
(IDEC) brought a civil public class action®’® before the Court of Justice of
Sao Paulo for breach of privacy and consumer legislation against the Sao
Paulo Metro operator, regarding an Al crowd analytics system that claimed
to predict the emotion, age, and gender of metro passengers without
processing personal data.®” In May 2021, the Sdo Paulo 37" Civil Court
ordered the company to pay compensation for passengers’ data collection
without their consent and prohibited it from continuing the implementation
and use of cameras which recognized human presence or identified
emotion, gender, and age groups.5®°

Another monitoring system with built-in facial recognition installed
in Sdo Paulo subway network was challenged in Court. Early 2020, the
operating company was requested to provide clarifications on the risks and
impact assessment expected with the implementation of the new
technology, on how personal data will be processed, on technical databases
and security systems issues, and on actions to mitigate the potential risk of
a data breach.®®! In March 2022, the 6th Public Treasury Court of Sdo Paulo

578 Instituto Igarapé, Facial Recognition in Brazil, https://igarape.org.br/infografico-
reconhecimento-facial-no-brasil/ (“Facial recognition became especially popular in
2019. The year began with the announcement of a PSL delegation to China to acquire the
technology.”)

577 Thiago Moraes, Facial Recognition in Brazil, Wired (Nov. 20, 2019),
https://medium.com/@]apinbr/face-recognition-in-brazil-f2a23217f5f7.

578 Instituto Brasileiro de Defesa do Consumidor (Aug. 30, 2018),
https://idec.org.br/sites/default/files/acp_viaquatro.pdf.

579 AccessNow, Facial recognition on trial: emotion and gender “detection” under
scrutiny in a court case in Brazil (June 29, 2020), https://www.accessnow.org/facial-
recognition-on-trial-emotion-and-gender-detection-under-scrutiny-in-a-court-case-in-
brazil/.

680 Tribunal de Justicia do Estado de Sdo Paulo, 37" Civil Court, IDEC v. ViaQuatro
(May 7, 2021) https://idec.org.br/sites/default/files/75432prot_sentenca-viaquatro.pdf.
%81 Tribunal de Justicia do Estado de Sio Paulo, 1st Public Treasury Court of Sdo Paulo,
Defensoria Publica do Estado de Sao Paulo e outros v. Companhia do Metropolitano de
Sao Paulo - METRO (Feb. 12, 2020),

https://idec.org.br/sites/default/files/doc 76725029 1.pdf; Tozzini Freire, Facia
Recognition is Disputed in Court (Feb. 14, 2020),
https://tozzinifreire.com.br/en/boletins/facial-recognition-is-disputed-in-court.
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delivered a preliminary injunction ordering the operating company to
suspend the deployment and use of a facial recognition system in the Sao
Paulo metro stations.’®? In April 2022, the preliminary injunction was
confirmed in appeal by the Sdo Paulo 5th Public Law Chamber.®33 However,
in October 2022, the same Chamber ruled that the operating company was
entitled to deploy and use facial recognition technology on the ground that
the LGPD allows such use for public security purposes. Governor Rodrigo
Garcia officially inaugurated the facial recognition system on 21 November.
The aim is for 5.000 biometric cameras to be deployed in transit stations
over the next 30 months.%%4

The Brazilian police has also been using live facial recognition for
Carnival and has plans to use the technology in events involving crowds to
find wanted criminals. In 2020, police forces rolled out facial recognition in
six capitals across the country. When announcing the use of live facial
recognition, the Sdo Paulo police said a “situation room” would monitor the
images from the cameras, which would then be compared with a database
managed by a biometrics lab. According to the police, the aim is to reduce
the likelihood of mistakes, such as wrongful arrests.5%

In 2021, Brazil rolled out end-to-end biometric identification
technologies by IDEMIA, a technology solution provider, for use in
passenger identification at several airports, including domestic airports in
S3o Paulo and Rio de Janeiro.®®® Many have voiced concern at the

582 Tribunal de Justicia do Estado de Sdo Paulo, 6th Public Treasury Court of Sdo Paulo,
Defensoria Publica do Estado de Sao Paulo e outros v. Companhia do Metropolitano de
Sao Paulo — METRO (March 22, 2022), https://images.jota.info/wp-
content/uploads/2022/03/liminar-metro-reconhecimento-facial.pdf.

Angelica Mari, Sdo Paulo subway ordered to suspend use of facial recognition (Mar. 25,
2022), https://www.zdnet.com/article/sao-paulo-subway-ordered-to-suspend-use-of-
facial-recognition/.

583 Tribunal de Justicia do Estado de Sio Paulo,5th Public Law Chamber (Appeal),
Defensoria Publica do Estado de Sao Paulo e outros v. Companhia do Metropolitano de
Sao Paulo — METRO (April 12, 2022), https://internetlab.org.br/wp-
content/uploads/2022/04/doc_429164790.pdf.

584 Biometric update.com, Brazil deploys ISS facial recognition to secure Sdo Paulo
metro (Dec. 9, 2022), https://www.biometricupdate.com/202212/brazil-deploys-iss-
facial-recognition-to-secure-sao-paulo-metro.

585 Angelica Mari, Brazilian police introduces live facial recognition for Carnival, Brazil
Tech (Feb. 25, 2020), https://www.zdnet.com/article/brazilian-police-introduces-live-
facial-recognition-for-carnival/.

586 Angelica Mari, Brazilian airports expand facial recognition trials, ZDNet (Nov. 22,
2021), https://www.zdnet.com/article/brazilian-airports-expand-facial-recognition-trials/;
Chris Burt, Brazil’s Pilot of IDEMIA Face Biomentrics Advances to Simultaneous
Operation at Capital Airports, Biometric Update (June 16, 2021),
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government’s embrace of facial recognition technology, especially

surrounding issues of racial bias, given that the LGPD does not address

these technologies.®%’

In the first quarter of 2022, several campaigns started in Brazil
opposing the widespread use of facial recognition technologies in public
spaces.

One of them is called Sai da minha cara (Get off my face) and is led
by civil society organizations, including the IDEC.%% A localized campaign
with several states and cities joining it, “Sai da minha cara” advocates in
favour of the adoption of laws to ban facial recognition. Some examples (all
of which are yet to be adopted) are:

e In the state of Sao Paulo (the most populous in Brazil), there
is currently a bill pending before the State Legislative
Assembly, seeking to restrict the use of facial recognition by
public authorities;®?

e In the city of Curitiba (capital city of the State of Parand),
there is currently a bill before the City Council, seeking to
restrict the use of facial recognition for mass surveillance by
public authorities;®°

e In the city of Porto Alegre (capital city of the State of Rio
Grande do Sul), there is currently a bill before the City
Council, seeking to restrict the use of facial recognition by
public authorities.®!

https://www.biometricupdate.com/202106/brazils-pilot-of-idemia-face-biometrics-
advances-to-simultaneous-operation-at-capital-airports.

587 Charlotte Peet, Brazil's embrace of facial recognition worries Black communities,
Rest of World (Oct. 22, 2021), https://restofworld.org/2021/brazil-facial-recognition-
surveillance-black-communities/; Leaders League The controversial use of facial
recognition in Brazil and Europe (Aug. 12, 2021),
https://www.leadersleague.com/fr/news/the-controversial-use-of-facial-recognition-in-
brazil-and-europe.

588 IDEC, Lawmakers from all regions of Brazil present bills to ban facial recognition in
public spaces (Jun. 20, 2022), https://idec.org.br/release/parlamentares-de-todas-regioes-
do-brasil-apresentam-projetos-de-lei-pelo-banimento-do.

889 Sao Paulo Legislative Assembly, State Law Proposal No. 385/2022 (June 23, 2022),
https://www.al.sp.gov.br/propositura/?id=1000448817.

890 Curitiba City Council, Law Proposal No. 005.00138.2022 (July 1, 2022),
https://www.cme.pr.gov.br/wspl/sistema/ProposicaoDetalhesForm.do?select _action=&pr
0_1d=459750.

91 Porto Alegre City Council, Process No. 00499/22 (June 21, 2022),
https://www.camarapoa.rs.gov.br/processos/137992.
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Another campaign started in May 2022 under the name “Tire o Meu

Rosto da Sua Mira”
(Get My Face Out of Your Sight).%°? Civil society organizations demand a
total ban on the use of facial recognition technologies for public security
purposes in Brazil. According to the campaign’s open letter, in Brazil, a
country with the third largest incarcerated population in the world, the use
of facial recognition technologies for public security purposes would lead
to the worsening of racist practices.

On 31 August 2022, a Federal Law proposal seeking to regulate the
use of facial recognition technologies in Brazil both for the private and
public sectors was submitted to the Brazilian House of Representatives.®
On 5 October 2022, the legislative process started and the proposed
legislation was forwarded to the responsible commissions.

The banning of the use of facial recognition systems for public
security purposes was one of the key points that emerge during the public
hearings promoted by the Commission of Jurists which elaborated the
proposal for the regulation of artificial intelligence in Brazil.***

Lethal Autonomous Weapons

During the 2018 discussions of the Group of Governmental Experts
(GGE) on lethal autonomous weapons (LAWS),®> Brazil issued a joint
statement along with Austria and Chile, which proposed to establish an
open-ended GGE to negotiate a legally binding instrument to ensure
meaningful human control over critical functions in LAWS.%¢

At the 77th UN General Assembly First Committee meeting in
October 2022, Brazil’s representative emphasized the need for a regulation
that recognizes the centrality of human control in the development and use

592 https://tiremeurostodasuamira.org.br.

593 Brazilian House of Representatives, Federal Law Proposal No. 2392/2022 (Aug, 31,
2022),
https://www.camara.leg.br/proposicoesWeb/fichadetramitacao?idProposicao=2334803.
694 Federal Senate, Debates suggest the end of facial recognition in public security (May
18, 2022), https://www12.senado.leg.br/noticias/materias/2022/05/18/debates-apontam-
para-fim-do-reconhecimento-facial-na-seguranca-publica

89 Group of Governmental Experts on emerging technologies in the area of lethal
autonomous weapons systems (GGE LAWS) of the High Contracting Parties to the
Convention on Prohibitions or Restrictions on the Use of Certain Conventional Weapons
Which May Be Deemed to Be Excessively Injurious or to Have Indiscriminate Effects.
8% GGE LAWS, Proposal for a Mandate to Negotiate a Legally-binding Instrument that
Addresses the Legal, Humanitarian and Ethical Concerns Posed by Emerging
Technologies in the Area of Lethal Autonomous Weapons Systems (LAWS), U.N. Doc.
CCW/ GGE.2/2018/WP.7 (Aug. 30, 2018), https://documents-dds-
ny.un.org/doc/UNDOC/GEN/G18/264/05/PDF/G1826405.pdf?OpenElement.
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of autonomous systems, in line with international humanitarian law.%"’
However, Brazil was not among the 70 countries that endorsed a joint
statement on autonomous weapons systems at the October UN General
Assembly meeting. In this joint statement, States urged “the international
community to further their understanding and address these risks and
challenges by adopting appropriate rules and measures, such as principles,
good practices, limitations and constraints. We are committed to upholding
and strengthening compliance with International Law, in particular
International Humanitarian Law (“IHL”), including through maintaining
human responsibility and accountability in the use of force.”®®

In February 2023, Brazil endorsed, along with more than 30 other
Latin American and Caribbean states, the Belén Communiqué,®®® which
calls for “urgent negotiation” of a binding international treaty to regulate
and prohibit the use of autonomous weapons to address the grave concerns
raised by removing human control from the use of force.

Human Rights

Brazil is a signatory to many international human rights treaties and
conventions and is considered as a free country in the world for the
protection of human rights and transparency.’® In 2022 Freedom House
gives Brazil a “free” (73/100) rating for political rights and civil liberties.
Brazil’s status dropped from 2021 (74/100).7°! According to Freedom
House, Brazil is “a democracy that holds competitive elections, and the
political arena, though polarized, is characterized by vibrant public debate.
However, independent journalists and civil society activists risk harassment
and violent attack, and the government has struggled to address high rates

897 UN press release, Enough Bullets Made Each Year to Kill ‘Twice the Number of
Planet’s Inhabitants’, First Committee Hears during Debate on Conventional Weapons
(Oct. 21, 2022), https://press.un.org/en/2022/gadis3695.doc.htm.

698 United Nations (UN) General Assembly, First Committee, Joint Statement on Lethal
Autonomous Weapons Systems First Committee, 77" United Nations General Assembly
Thematic Debate — Conventional Weapons (21 Oct. 2022),
https://estatements.unmeetings.org/estatements/11.0010/20221021/A1jJ8bNfWGIL/KTLw
9WYcSnnAm_en.pdf.

899 Communiqué of the Latin American and the Caribbean Conference of Social and
Humanitarian Impact of Autonomous Weapons (Feb. 24, 2023),
https://www.rree.go.cr/files/includes/files.php?id=226 1 &tipo=documentos

700 Freedom House, Freedom in the World 2022 — Brazil,
https://freedomhouse.org/country/brazil/freedom-world/2022.

701 Freedom House, Freedom in the World 2021 - Brazil,
https://freedomhouse.org/country/brazil/freedom-world/2021.
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of violent crime and disproportionate violence against and economic
exclusion of minorities.””%?

As indicated in the Data protection section of this report, in February
2022, the Brazilian Congress enacted a Constitutional Amendment
establishing personal data protection as a fundamental right in the Brazilian
Constitution.

OECD Al Principles

Brazil has endorsed the OECD and the G20 Al Principles and
referred to the OECD Principles as important guidance for the development
of its national Al strategy. Brazil has also joined the Global Partnership on
Al, a multi-stakeholder initiative which aims to foster internationational
cooperation on Al research and applied activities and which is “built around
a shared commitment to the OECD Recommendation on Artificial
Intelligence.”’%

UNESCO Recommendation on the Ethics of Artificial Intelligence

Brazil has endorsed the UNESCO Recommendations on ethics of
Al and recognizes its obligation to implement the framework. On May 11,
2022, UNESCO, in cooperation with the Regional Centre for Information
Society Development Studies (“CETIC.br”), held an event to launch the
Portuguese version of the UNESCO Al Recommendation, which aimed to
“discuss and promote this subject in Brazilian society”.”% In 2019, Brazil
hosted the UNESCO Latin American Al forum organized by CETIC.br
involving different UNESCO members and officers. According to Marlova
Noleto, director and UNESCO representative in Brazil, the country was
actively engaged in the preparation of the UNESCO Al Recommendation
and aligned with the contents thereof even before formal adoption.”%

The Brazilian Ambassador to UNESCO and president of
UNESCO's 41 General Conference, Santiago Mourao, emphasized that the
UNESCO AI Recommendations fully align with the Brazilian government's
guidelines and actions on Al themes. He highlighted that the importance

702 Freedom House, Freedom in the World 2022 — Brazil,
https://freedomhouse.org/country/brazil/freedom-world/2022.

703 Government of Canada, Canada concludes inaugural plenary of the Global
Partnership on Artificial Intelligence with international counterparts in Montreal (Dec.
4, 2020), https://www.globalprivacyblog.com/legislative-regulatory-developments/uae-
publishes-first-federal-data-protection-law/.

704 UNESCO, UNESCO launches Portuguese version of publication of artificial
intelligence (May 11, 2022), launch webinar available at https://brasil.un.org/pt-
br/181308-unesco-lanca-versao-em-portugues-de-publicacao-sobre-inteligencia-artificial.
705 Thid.
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given to ethics in Al by Brazil is reflected in its engagement in
intergovernmental negotiations, as well as in the inclusion of the theme in
the Brazilian Strategy 