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Among all applications of Artificial Intelligence (AI), facial recognition for mass surveillance is the most controversial. It diminishes the individual, expands state authority, and offends democratic values. Our report *Artificial Intelligence and Democratic Values* as well as recent developments in France, Germany, Sweden and Germany make clear the need to prohibit the use of biometric identification for mass surveillance. For these reasons, the Center for AI and Digital Policy (CAIDP) supports the European Citizens Initiative (ECI), launched by the “Reclaim Your Face” coalition, to ban biometric mass surveillance practices.

In November 2020, the European Digital Rights Initiative (EDRi) launched the “Reclaim Your Face” campaign. The coalition demands transparency for facial recognition systems, a ban on biometric mass surveillance, and respect for fundamental rights. The launch of the European Citizen Initiative (ECI) to Ban on Biometric Mass Surveillance enables European citizens to express support for this new law and for the European Commission to propose new laws to protect fundamental rights.

The ECI specifically calls on the Commission “to permanently end indiscriminate and arbitrarily-targeted uses of biometric data in ways which can lead to mass surveillance or any undue interference with fundamental rights.” The Initiative calls “for a targeted and binding legislative proposal in secondary European law to provide stronger and more specific provisions based upon and with full respect for the general prohibition of biometric processing in the General Data Protection Regulation (GDPR) and the LED (which must remain the key instruments for protecting Europeans’ biometric data).” This would explicitly “prohibit the use of biometric data for identification, recognition (including of emotions), profiling, prediction and any related purpose, in public or publicly- accessible spaces (including online spaces) on the grounds that this leads to inherently unnecessary and disproportionate mass surveillance.”
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EDRi and over 60 civil society organisations have urged the European Commission to establish redlines for AI. Specifically, they propose:

1. An explicit ban on the indiscriminate or arbitrarily-targeted use of biometrics in public or publicly-accessible spaces which can lead to mass surveillance;
2. Legal restrictions on uses that contravene fundamental rights, such as the use of AI at the border, for predictive policing, in systems for social rights and benefits, and in risk-assessment tools in the criminal justice context;
3. The explicit inclusion of marginalised and affected communities in the development of EU AI legislation and policy moving forward.”

The Center for AI and Digital Policy supports this European Citizen Initiative. In our 2020 report *Artificial Intelligence and Democratic Values*, an extensive review of AI policies and practices in 30 countries, we found that “facial surveillance,” i.e. the use of facial recognition for mass surveillance, was among the most controversial applications of AI.

For example, the *AI and Democratic Values* report noted the use of facial recognition technology without clear legal basis in Israel; concerns about the unregulated use of facial recognition in Japan; concerns about the absence of robust measures to limit surveillance and protect human rights, coupled with the rapid adoption of facial recognition in public places in Russia; and the absence of protections for fundamental rights for national identification with facial recognition in Thailand.

Further, the *AI and Democratic Values* report stressed that “the use of facial recognition on a general population has raised widespread controversy with many NGOs stating it should be prohibited.” Our report also highlighted the declaration, endorsed by more than a hundred organizations and 1,200 experts, presented to the 2019 Global Privacy Assembly for a ban on facial surveillance. Consequently, two of our key recommendations for governments are that “Countries must halt the use of facial recognition for mass surveillance” and “Countries must commit to these principles in the development, procurement, and implementation of AI systems for public services”.

---

10 CAIDP Report at 197 (Country Report, Russia).
12 CAIDP Report at 2 (Findings).
13 CAIDP Report at 4 (Recommendations).
Recent CAIDP AI policy updates have also shown growing support to regulate facial recognition, particularly across the European Union. In January 2021, the Council of Europe called for “strict limits on facial recognition technologies,” and said that “certain applications of facial recognition should be banned altogether to avoid discrimination.” Investigations into Clearview AI, a company that specializes in mass surveillance, are underway in France and other European countries. Recently, the Swedish Authority for Privacy Protection found that the Swedish Police Authority had illegally used Clearview AI technology and fined the police agency 250,000 Euros. The Data Protection and Freedom of Information Commissioner of Hamburg also ordered Clearview AI to delete a citizen’s biometric template. The European Data Protection Board has stated that it is “particularly concerned by certain developments in the European Union and around the world regarding facial recognition technologies, which raise unprecedented issues from the point of view of data protection.” The European Parliament has called for a moratorium on the use of certain facial recognition systems.

Because facial surveillance diminishes fundamental rights and freedoms and relies upon AI techniques, the CAIDP supports the European Citizen Initiative to Ban Biometric Mass Surveillance.

We urge European citizens to support this Initiative. We ask the Commission to act promptly on the proposal and to adopt the legislative recommendations from the ReclaimYourFace campaign. Finally, we express support for EDRi and the other NGOs that have launched this campaign. Their work has helped to strengthen democratic institution and democratic values.

Next Steps- Sign the Initiative (for EU citizens): [https://reclaiimyourface.eu](https://reclaiimyourface.eu)
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