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China 

National AI Strategy 

Since 2013, the Chinese government has published several national-
level policies, guidelines, and action plans, which reflect the intention to 
develop, deploy, and integrate AI in various sectors. In 2015, Prime 
Minister Li Keqiang launched the “Made in China” (MIC 2025) initiative 
aimed at turning the country into a production hub for high-tech products 
within the next few decades. In the same year, the State Council released 
guidelines on China’s Internet +Action plan. It sought to integrate the 
internet into all elements of the economy and society. The document 
emphasized the importance of cultivating emerging AI industries and 
investing in research and development. The Central Committee of the 
Communist Party of China’s 13th 5-year plan is another notable example. 
The document mentioned AI as one of the six critical areas for developing 
the country’s emerging industries and as an essential factor in stimulating 
economic growth. Robot Industry Development Plan,238 Special Action of 
Innovation and Development of Smart Hardware Industry,239 and Artificial 
Intelligence Innovation Action Plan for Higher Institutions240 illustrate 
detailed action plans and guidelines concerning specific sectors.  

Most notable of all is the New Generation Artificial Intelligence 
Development Plan (AIDP) – an ambitious strategy to make China the world 
leader in AI by 2030 and the most transparent and influential indication of 
China's AI strategy’s driving forces. China’s State Council issued the AIDP 
in 2017. According to the plan, AI should be used in a broad range of 
sectors, including defense and social welfare. The AIDP also indicates the 
need to develop standards and ethical norms for the use of AI. Remarkably, 
the actual innovation and transformation are expected to be driven by the 
private sector and local governments.241 The Chinese government has 
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handpicked three major tech giants to focus on developing specific sectors 
of AI, Baidu, Alibaba and Tencent.242 In return, these companies receive 
preferential contract bidding, preferential contract bidding, more 
convenient access to finance, and sometimes market share protection. 

With regard to local governments, there is a system of incentives for 
fulfilling national government policy aims. For this reason, local 
governments often become a testing ground for the central government’s 
policies. A clear example of this are the surveillance technologies that were 
first tested in Xinjiang243 to research into “ethnic” aspects of AI-enabled 
facial recognition templates distinguishing “Uyghur” features.244 Chinese 
cities and provinces, regional administrations compete for the new AI 
incentives. While large metropolises, such as Tianjin and Shanghai, have 
already launched multi-billion-dollar AI city Venture Capital funds and 
converted entire districts and islands for new AI companies. Other 
provinces are still in the process of learning and development. 

AI Core Values 

International Competition & National Security 

The AIDP strategy document states that “the development of AI [is] 
… a major strategy to enhance national competitiveness and protect national 
security” and that China will “[p]romote all kinds of AI technology to 
become quickly embedded in the field of national defense innovation.” 

At the 8th Beijing Xiangshan Forum (BXF),245 China’s major 
platform for international security and defense dialogue, Major General 
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Ding Xiangrong, Deputy Director of the General Office of China’s Central 
Military Commission, gave a major speech in which he stated that China’s 
military goals are to use AI to advance Chinese military.246 Another speaker 
Zeng Yi, a senior executive at China’s third largest defense company, 
predicted that by 2025 lethal autonomous weapons, military command 
decision-making would be commonplace and said that ever-increasing 
military use of AI is “inevitable.” Notably, he emphasized that military AI 
would replace the human brain and exercise independent judgment by 
stating that “AI may completely change the current command structure, 
which is dominated by humans” to one that is dominated by an “AI cluster.” 
These sentiments are shared by academics from the People’s Liberation 
Army (PLA) who believe that AI will be used to predict battlefield 
situations and outpace human decision-making.247 

China’s Ministry of National Defense has established two major 
new research organizations focused on AI and unmanned systems: the 
Unmanned Systems Research Center (USRC) and the Artificial Intelligence 
Research Center (AIRC).248 According to some experts, China is pursuing 
the most aggressive strategy for developing AI for military uses among the 
major military powers.249 In the spring of 2017, a civilian Chinese university 
with ties to the military demonstrated an AI-enabled swarm of 1,000 
uninhabited aerial vehicles at an airshow. A media report released after the 
fact showed a computer simulation of a similar swarm formation finding 
and destroying a missile launcher.[1] Open-source publications indicate that 
China is also developing a suite of AI tools for cyber operations.[1] [12] 

Economic Development 
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The AIDP promotes and highlights the reconstruction of economic 
activities using AI as the driving force behind a new round of industrial 
transformation, which will “inject new kinetic energy into China’s 
economic development.”250 Guiding Opinions on Promoting on Promoting 
Integration of AI and Real Economy further specifies that with high 
integration and strong empowerment, AI is expected to boost the transition 
of China’s economy from high-speed development to high-quality 
development.251 Moreover, President Xi has frequently spoken of the 
centrality of AI to the country’s overall economic development.252  

Notably, the Chinese government is better prepared than many other 
countries when it comes to the longer-term challenges of automation.253 For 
instance, there are higher education courses that address the shortage in AI 
skills and support the skilled labor required in the information age.254 China 
has oriented its education system to prioritize high-proficiency in science, 
technology, and engineering255 and has issued several policy directives 
toward this end.256 According to China’s New Generation of AI 
Development Report 2020,  in 2019, 180 Chinese universities added AI, 
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undergraduate majors. Among them, 11 universities, including Peking 
University, established new academic institutes designated for AI research. 

Social Governance and Welfare  

Social governance is another area in which AI is promoted as a 
strategic opportunity for China. The Chinese authorities focus on AI as a 
way of overcoming social problems and improving the welfare of citizens.257 
Specifically, in the healthcare reform,258 environmental protection259, the 
administration of justice,260 and Social Credit System or Social Score.261 
Another concrete example of how China is using AI in social governance 
can be seen in the sphere of internal security and policing. China has been 
at the forefront of the development of smart cities equipped with 
surveillance technologies, such as facial recognition and cloud computing. 
A recent proposal for the southwestern Chinese city of Chongqing would 
put “AI in charge.”262 Today’s half of the world’s smart cities are located 
within China. Thus, these ambitious goals exemplify the Chinese 
government’s intent to rely on AI technology for social governance and also 
for control of the behavior of its citizens. 
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Facial Recognition 

There are many reports on China’s use of facial recognition 
technology against ethnic minorities.263 The discriminatory ways in which 
state organs, companies and academics have researched, developed and 
implemented facial recognition in China would seem not to comply with the 
OECD AI Principles or as the Governance Principles for the New 
Generation Artificial Intelligence. The deployment of facial recognition has 
also provoked opposition within China.264 This gap between stated ethical 
principles and on-the-ground applications of AI demonstrate the weakness 
of unenforceable ethics statements. (See section below regarding AI and 
Surveillance). 

Medical AI 

In China, the ultimate ambition of AI is to liberate data for public 
health purposes. The AIDP, outlines the ambition to use AI to “strengthen 
epidemic intelligence monitoring, prevention and control,” and to “achieve 
breakthroughs in big data analysis, Internet of Things, and other key 
technologies” for the purpose of strengthening intelligent health 
management. The State Council’s 2016 official notice on the development 
and use of big data in the healthcare sector, also explicitly states that health 
and medical big data sets are a national resource and that their development 
should be seen as a national priority to improve the nation’s health.265 
However, there is a rising concern that relaxed privacy rules and the transfer 
of personal data between government bodies will promote the collection and 
aggregation of health data without the need for individual consent.266 Some 
experts warn that this concept of public health and social welfare in China 
will diminish already weak safeguards for personal data.  
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Use of AI in Covid-19 Response 

In June 2020, the State Council released a White Paper, entitled 
“Fighting COVID-19: China in Action,” which provides that China has 
“fully utilized” artificial intelligence to not only research, analyze, and 
forecast COVID-19 trends and developments, but also to track infected 
persons, identify risk groups, and facilitate the resumption of normal 
business operations.”267 During the pandemic, China has used AI for 
surveillance of infected individuals and medical imaging. China also sought 
to reduce human interaction by using computers and robots for various 
purposes and have proven to be very effective in reducing exposure, 
providing necessary services such as assistance for healthcare professionals, 
improving efficiency in hospitals, and precautionary measures for returning 
to normal business operations.268 

AI Ethics  

Despite widely reported cases of unethical use of AI in China, the 
Chinese authorities, private companies and academia have been active in 
the global trend towards formulating and issuing statements on AI ethics. 
The AIDP goes as far as to outline a specific desire for China to become a 
world leader in defining ethical norms and standards for AI.269 There has 
been a recent wave of attempts to define ethical standards by both 
government bodies and private companies.  

In 2017, China’s Artificial Intelligence Industry Alliance (AIIA), 
released a draft “joint pledge” on self-discipline in the artificial 
intelligence (AI) industry - emphasizing AI ethics, safety, standardization, 
and international engagement.270  
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In 2019, the Beijing Academy of Artificial Intelligence (BAAI) 
released the Beijing AI Principles271 to be followed for the research and 
development, use, and governance of AI. The Beijing Principles are 
centered around doing good for humanity, using AI “properly,” and having 
the foresight to predict and adapt to future threats. But just like other 
principles presented, they are still very vague. 

In line with these principles, Governance Principles for Developing 
Responsible Artificial Intelligence272 prepared in 2019, by the National New 
Generation Artificial Intelligence Governance Expert Committee that was 
established by China’s Ministry of Science and Technology. This document 
outlines eight principles for the governance of AI: harmony and 
friendliness, fairness and justice, inclusivity and sharing, respect for human 
rights and privacy, security, shared responsibility, open collaboration and 
agility to deal with new and emerging risks. Above all else, AI development 
should begin from enhancing the common well-being of humanity, states 
the document. 

Another important document is a white paper on AI standards273 
released in 2018 by the Standardization Administration of the People’s 
Republic of China, the national level body responsible for developing 
technical standards. Three key principles for setting the ethical requirements 
of AI technologies are (1) the ultimate goal of AI is to benefit human 
welfare; (2) transparency and the need to establish accountability as a 
requirement for both the development and the deployment of AI systems 
and solutions; (3) protection of intellectual property.  

It is apparent that these principles bear some similarity to the OECD 
AI Principles. Nevertheless, the principles established in China place a 
greater emphasis on social responsibility, community relations, national 
security and economic growth, with relatively less focus on individual 
rights. However, establishing ethical AI principles can be viewed as a first 
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step and a signal that China wishes to become engaged in a dialogue with 
international partners. 

AI and Surveillance 

 As early as the 2008 Beijing Olympics, China began to deploy new 
technologies for mass surveillance.274 China put in place more than two 
million CCTV cameras in Shenzen, making it the most watched city in the 
world.275 In recent years the techniques for mass surveillance have expanded 
rapidly, most notably in Shenzen, also to oversee the Muslim minority 
group the Uyghurs, and in Hong Kong. Modern systems for mass 
surveillance rely on AI techniques for such as activities as facial 
recognition, communications analysis and location tracking. As one 
industry publication has reported, “In the world of surveillance, no country 
invests more in its AI-fueled startups and growth-stage businesses than 
China. And no technology epitomises this investment more than facial 
recognition—a technology that courts more controversy than almost any 
other.”276 Forbes continues, “But a thriving domestic tech base has done 
nothing to quell the concerns of citizens. China is held up as a Big Brother 
example of what should be avoided by campaigners in the West, but that 
doesn't help people living in China.” 

 In September 2019, China’s information-technology ministry 
announced that telecom carriers must scan the face of anyone applying for 
mobile and internet service.277 There are over 850 million mobile Internet 
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users in China. Meanwhile, the Hong Kong government invoked emergency 
powers in October 2019 to ban demonstrators from wearing face masks.278 

 Protests in Hong Kong over the use of facial surveillance are 
widespread. Umbrellas once used to deflect pepper spray, are now deployed 
to shield protester activities from the digital eyes of cameras.279 It is notable 
that the battle over the use of facial surveillance in Hong Kong began with 
widespread public protests about a national security law that extended 
police authority over the semi-autonomous region.280 According to the AP, 
“Young Hong Kong residents protesting a proposed extradition law that 
would allow suspects to be sent to China for trial are seeking to safeguard 
their identities from potential retaliation by authorities employing mass data 
collection and sophisticated facial recognition technology.”281 

China is also exporting the model of mass surveillance by facial 
recognition to other parts of the world. A detailed report, published in The 

Atlantic in September 2020, stated that “Xi Jinping is using artificial 
intelligence to enhance his government’s totalitarian control—and he’s 
exporting this technology to regimes around the globe.”282 According to The 

Atlantic, “Xi’s pronouncements on AI have a sinister edge. Artificial 
intelligence has applications in nearly every human domain, from the 
instant translation of spoken language to early viral-outbreak detection. But 
Xi also wants to use AI’s awesome analytical powers to push China to the 
cutting edge of surveillance. He wants to build an all-seeing digital system 
of social control, patrolled by precog algorithms that identify potential 
dissenters in real time.” 
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 In September 2020, the United States State Department issued 
voluntary guidelines for American companies “to prevent their products or 
services . . . from being misused by government end-users to commit human 
rights abuses.”283 The report comes amid growing concern that China is 
rapidly exporting its own surveillance capabilities to authoritarian regimes 
around the world, as part of its Belt and Road Initiative (BRI).284 But the 
Washington Post recently highlighted the ongoing role of US-made 
technology in the sweeping surveillance of China, and notably the Uighur 
Muslim minority.285  The Washington Post explained that “the aim is to 
monitor cars, phones and faces — putting together patterns of behavior for 
‘predictive policing’ that justifies snatching people off the street for 
imprisonment or so-called reeducation. This complex opened four years 
ago, and it operates on the power of chips manufactured by U.S. 
supercomputer companies Intel and Nvidia.” 

 The Post editorial followed a New York Times investigation which 
found extensive involvement by U.S. firms in the Chinese surveillance 
industry.286 

Public Opinion 

 There is growing concern in China about the misuse of personal data 
and the risk of data breaches. In a 2018 survey by the Internet Society of 
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China, 54% of respondents stating that they considered the problem of 
personal data breaches as ‘severe.’287 The World Economic Forum suggest 
that 2018-2019 “could be viewed as the time when the Chinese public woke 
up to privacy.” According to the WEF, a controversy arose in 2019 when 
the Zao app, using AI and machine learning techniques, allowed users to 
swap faces with celebrities in movies or TV shows.288 “It went viral as a tool 
for creating deepfakes, but concerns soon arose as people noticed that Zao’s 
user agreement gave the app the global rights to use any image or video 
created on the platform for free.” The company later clarified that the app 
would not store any user’s facial information. Chinese consumers also 
challenged Alibaba when they learned that they had been enrolled in a credit 
scoring system by default and without consent. “Under pressure, Alibaba 
apologized.” 

Data Protection 

In October 2020, the Chinese government published a draft Personal 

Data Protection Law (���)�镔������.289 The law is modeled 

after the EU GDPR and is meant to be the first dedicated system to protect 
the privacy and personal data in China. 290 A significant portion of the law 
covers private collection of data, imposes consent and notice requirement, 
and enhanced legal liability for infringement. However, the law places a 
greater emphasis on how private companies may collect and use data rather 
than the use of data by authorities. For instance, article 27 on personal 
images and facial recognition allows the collection of unlimited amounts of 
personal data so long as it is done “for the purpose of safeguarding public 
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security.”291 That is to say, the draft law does not limit the government’s 
ability to collect or store biometric data obtained through facial recognition. 
In contrast, EU GDPR sees personal images as sensitive biometric data and 
requires Data Protection Impact Assessment (DPIA) for facial recognition 
technology. Finally, the draft law does not assign responsibilities when it 
comes to government entities that collect personal data, and who will be 
held responsible when it leaks. This became increasingly important with the 
rise of recent incidents of government leaks of personal information of its 
citizens. 292 

 Nevertheless, as the big data industry has been rapidly growing in 
China, the draft law will significantly impact companies and provide more 
protection to users against unwanted data collection by private companies.  

Fundamental Rights & OECD AI Principles 

China has endorsed Universal Declaration of Human Rights and 
G20 AI Principles. As a party to the UDHR, China shall recognize “the 
inherent dignity” of all human beings and to secure their fundamental rights 
to “privacy.” Privacy rights are guaranteed to Chinese citizens under the 
Constitution. However, Article 40 of the Chinese constitution justifies the 
invasion of privacy “to meet the needs of State security.” Furthermore, the 
Constitution is regarded as irrelevant, as there is neither a constitutional 
court nor any possibility to assert constitutional rights.293 Relatedly, 
problematic exemptions for the collection and use of data, when it is related 
to security, health, or the flexibly interpretable “significant public interests” 
294 contribute to weak data protection in China.  
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These exemptions are also behind the big data collection and mass 
surveillance system, the Integrated Joint Operations Platform (IJOP),295 
used in Xinjiang for monitoring minorities. Another example is Social 
Credit System, a system that collects all kinds of data about citizens and 
companies, sorts, analyses, evaluates, interprets and implements actions 
based on it. Thus, the strength of privacy protection in China is likely to be 
determined by the government’s decisions surrounding data collection and 
usage, rather than legal and practical constraints.296 Moreover, policies and 
administrative decisions on both central and provincial levels often 
contradict the legal protection297 as administrative agencies may ignore the 
law on the basis of party policy, morality, public opinion, or other political 
considerations.298 

Evaluation 

 China has emerged as one of the first AI superpowers and has an 
ambitious plan of leading the world in AI by 2030. In addition to the G20 AI 
Principles, China has endorsed important principles on AI and ethics and 
recently announced a new law on data protection. However, China’s use of its 
AI against ethnic minorities and protesters in Hong Kong, as well as a means 
to score citizens for their alliance with the state, is the source of widespread 
fear and skepticism. There is also a concern about the development of lethal 
autonomous weapons. As China is now rapidly deploying AI systems, there is 
an urgent need to assess China’s actual practices against global standards for 
human-centric AI. 
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