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EURACTIV reports that the Czech Presidency of the Council of the European Union

has presented the final version of the AI Act. The AI Act is scheduled to be approved

by the Committee of Permanent Representatives on 18 November, and to be

adopted by EU ministers at the Telecom Council meeting on 6 December.

CAIDP, EU AI Act

44th Global Privacy Assembly’s Resolution on Facial Recognition Technology is

Now Available!

 

Over 120 data protection authorities from around the world adopted a

resolution regarding the appropriate use of personal information in facial recognition

technology at the Global Privacy Assembly, the worldwide conference of privacy

commissioners. For organizations seeking to make use of this technology,

authorities have outlined six principles and expectations. These include lawful basis,

reasonableness, necessity and proportionality, protection of human rights,

transparency, accountability, and data protection.

 

CAIDP, Ban Facial Surveillance Technology

NLRB Releases Memo on Unlawful Surveillance and Automation

The National Labor Relations Board's (NLRB) General Counsel Jennifer Abruzzo

announced her focus on electronic monitoring and algorithm-driven management in

a new memo, committing to establishing a new legal framework to protect workers'

rights from abuse of workplace technologies under federal labor law. “Close,

constant surveillance and management through electronic means threaten

employees’ basic ability to exercise their rights,” Abruzzo said in the memo.

CAIDP, AI Bill of Rights

EU Council Focuses on Protecting the Personal Data of Platform Workers

The third compromise text, seen by EURACTIV, from the Czech presidency of the

EU Council on the platform workers' directive emphasizes the importance of

algorithmic management and the safeguarding of personal data of workers. The

new text adds an article dedicated to the limitations of processing personal data by

means of automated monitoring or decision-making systems. It also highlights that

workers do not always "freely" consent to processing their personal data.

https://www.euractiv.com/section/digital/news/ai-act-czech-eu-presidency-makes-final-tweaks-ahead-of-ambassadors-approval/
https://artificialintelligenceact.eu/wp-content/uploads/2022/11/AIA-CZ-Draft-for-Coreper-3-Nov-22.pdf
https://r20.rs6.net/tn.jsp?f=001lfZCW45wr3ZjVEbn1af2ag-8gE55_V83pN1I9M88uQwbHT3VrJuVH1eQnlWsfyugOaPZPyafKqG62w9qKS5Yo9ZnwWZGZlyfJTJR6AoH6pxrQzbezOb4-WzVQ_j6nZ3RxZQfV0LCYwDAvlvAPm5hEwDForuWjxBVdA2slFLly4U=&c=X3ActCm0uDtNf2qjuufxO8NUi6zJ8i84Rsv3FLObyTmGQ0xDT0EMgw==&ch=Hg28t7Wjv5k6aZeWnDjz4rTX941EnCqbpRzQoFDYFwz1YBCmrWO6Qg==
https://globalprivacyassembly.org/wp-content/uploads/2022/11/15.1.c.Resolution-on-Principles-and-Expectations-for-the-Appropriate-Use-of-Personal-Information-in-Facial-Recognition-Technolog.pdf
https://r20.rs6.net/tn.jsp?f=00150f3gGSdrnzrNiqWxK1DO0LCHyTCGTPhqs8aJjq_1Y25lCqyQHEh74CxDEkNc2VBYg0NDYOa7Y9UaWEfSUV_Piz-Du6XQ_6WdH-Kr366b2K3NTGiZw_1WmfKICLg5yC-xneTPnzyJZPbIb-GWJl5MJwLeD-SpUZE&c=2EsXXOoYIQPhjk1OZKeBgc72wRBZozT9Xg9XFWxtf3Czc6ayMqNQfw==&ch=_2t1vKoVYtSehC-Wqen2hPzrX9j8jjQlSbPoB2mqbxRY4n1hdcBowg==
https://r20.rs6.net/tn.jsp?f=00150f3gGSdrnzrNiqWxK1DO0LCHyTCGTPhqs8aJjq_1Y25lCqyQHEh74CxDEkNc2VBYg0NDYOa7Y9UaWEfSUV_Piz-Du6XQ_6WdH-Kr366b2K3NTGiZw_1WmfKICLg5yC-xneTPnzyJZPbIb-GWJl5MJwLeD-SpUZE&c=2EsXXOoYIQPhjk1OZKeBgc72wRBZozT9Xg9XFWxtf3Czc6ayMqNQfw==&ch=_2t1vKoVYtSehC-Wqen2hPzrX9j8jjQlSbPoB2mqbxRY4n1hdcBowg==
https://r20.rs6.net/tn.jsp?f=001O22ZNtn3VTnvBV0GDdI-Kz3GxOM5oWdYwIInhadBkcTFkYkdE3m6z4UzVkdZ697_9ds1WdxAF9Bb9pWZQ88k9Rka-Kh1m0LSkzbmTUyENxhiXPU5UIkQKPNJikM5DEOn6_jKgbLmAEa17dQ_7sD9tJG9VSdbnJU5HM36QtNWmve1JQ7Jsl99-08x8nn0YJljaRTJqf0Jb-LODY9UqquhcA==&c=rcKh3pgXDtH5ObbSDNggQwH7AhzWYRs9ZXRyHmL9bjLo8RJulRYG1w==&ch=hJitqFIknBdUgrnVCWVzMmxyRIyffyjoCR1k5liUQs7Esar_O86dtQ==
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https://apps.nlrb.gov/link/document.aspx/09031d45838de7e0
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CAIDP, EU AI Act

Singapore's Chief Justice Indicates that AI Will Not Be Used In Sentencing In the

Foreseeable Future

Singapore's criminal courts are unlikely to use AI tools in sentencing for some time,

reports the Straits Times. “The use of AI in criminal cases requires careful

consideration… I do not at this time see us moving in this direction in the criminal

justice field within the foreseeable future,” said Chief Justice Sundaresh Menon.

CAIDP, AI and Democratic Values

CAIDP ACTIONS

CAIDP Urges US National AI Advisory Committee to Comply with Federal Advisory

Committee Act

CAIDP team wrote to the National Artificial Intelligence Advisory Committee

(NAIAC) regarding the NAIAC's failure to comply with the Federal Advisory

Committee Act. In our web page, we have addressed the concerns outlined in this

letter. We intend to closely monitor the situation.

CAIDP, US National AI Advisory
Committee

CAIDP Addresses 44th Global Privacy Assembly 

Several members of CAIDP participated in the 44th Global Privacy Assembly,

organized by the KVKK in Istanbul, Turkiye. Merve Hickok and Marc Rotenberg

spoke on a panel regarding the privacy risks of facial recognition

technology. Alessandro Mantelero delivered a keynote speech on the privacy

challenges of big data. Gianclaudio Malgieri discussed privacy and data protection

in the context of the metaverse and blockchain. Edward Bertoni and Patricia Aduesi

Poku examined mechanisms developed for cross-border data transfers. The former

https://r20.rs6.net/tn.jsp?f=001lfZCW45wr3ZjVEbn1af2ag-8gE55_V83pN1I9M88uQwbHT3VrJuVH1eQnlWsfyugOaPZPyafKqG62w9qKS5Yo9ZnwWZGZlyfJTJR6AoH6pxrQzbezOb4-WzVQ_j6nZ3RxZQfV0LCYwDAvlvAPm5hEwDForuWjxBVdA2slFLly4U=&c=taUGUrO8HdE1uEivuMcdOFurh_f0vtMfXzowAJsZ1hCujF7giFCzAg==&ch=byo_lu8cHrBYiOyAXtqJzSnstbqYZSeS4cHRKfN-UFK80mIJrTYtZw==
https://www.straitstimes.com/singapore/courts-crime/s-pore-not-likely-to-use-ai-in-sentencing-in-foreseeable-future-chief-justice
https://r20.rs6.net/tn.jsp?f=001O22ZNtn3VTnvBV0GDdI-Kz3GxOM5oWdYwIInhadBkcTFkYkdE3m6z5Ua_8UDR6gEpr6eXViEz3WvMCto4fwuBlZifJpupCSl8w_dh5LrB_BJoyjepnmJM3yQklwqIBud0wXJe86gYlAiK8Z6LB1L9jk1CC2e0DwaZqf144csGFE=&c=g9CK44mZ7UOvI3dWeQewrBJksgdsDejYbDN27DGjvufZztaycDJj2A==&ch=neJ-gr2j7OO2dcQIsQ7WcFocUdpfCkGG2J7P9wTdpFlhb08DGIR5nA==
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privacy commissioner of Japan, Masao Horibe also participated in the conference. 

CAIDP, Global Academic Network

Campaign Launched to Ban Facial Surveillance Technology

CAIDP has launched a campaign to ban facial Surveillance Technology. In the 2022

report [Artificial Intelligence and Democratic Values] CAIDP stated these are

"sophisticated image processing systems, designed specifically to identify

individuals in public spaces by name. In some countries, this system of unique

identification is then tied to elaborate government databases for scoring people

based on their allegiance to the government in power.” CAIDP recommended that

countries halt the use of facial recognition for mass surveillance. The campaign to

Ban Facial Surveillance Technology is open to signature by individuals and

organizations.

CAIDP, Ban Facial Surveillance
Technology

CAIDP, AI and Democratic
Values

Support the Campaign

Civil Society Statement on the Council of

Europe Treaty on AI

Several Civil Society organizations, including

CAIDP, responded to the EU statement

directed toward the members of the Council of

Europe (CoE) Committee on AI (CAI) and

Observers (which includes Civil Society

Organizations) regarding the upcoming/draft

COE Convention on Artificial Intelligence.

CAIDP, Council of Europe AI
Treaty

Read the Joint Statement
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AI AND DEMOCRATIC VALUES INDEX 2021

​CAIDP’s Artificial Intelligence and

Democratic Values Index evaluates

national AI policies and practices.

        Country Focus: Spain

Spain has developed a strong ethics-focused national AI strategy, created an

independent AI advisory council, enacted a Charter for Digital Rights, and strongly

endorsed the EU’s policies and statements on ethical AI as well as the OECD AI

Principles. On issues of data privacy, Spain has expanded upon the EU’s General

Data Protection Regulation (GDPR) and issued a more robust human rights

centered law. This precedent shows that Spain is capable of undertaking initiative

beyond what is required by the EU. Spain has not explicitly endorsed the Universal

Guidelines for AI (UGAI), but the national AI strategy reflects elements of the UGAI.

The decision in 2021 to establish a legal right for algorithmic transparency is an AI

policy milestone.

CAIDP NEWS

Stuart Russell is a member of

CAIDP's Global Academic Network

https://www.caidp.org/reports/aidv-2021/
https://www.caidp.org/app/download/8376927963/AIDV-Index-2021.pdf?t=1660245988


Stuart Russell received his B.A. with

first-class honours in physics from

Oxford University in 1982 and his

Ph.D. in computer science from

Stanford in 1986. He then joined the

faculty of the University of California

at Berkeley, where he is Professor

(and formerly Chair) of Electrical

Engineering and Computer Sciences

and holder of the Smith-Zadeh Chair

in Engineering.

He is also an Adjunct Professor of Neurological Surgery at UC San Francisco and

Vice-Chair of the World Economic Forum's Council on AI and Robotics.

Russell is a recipient of the Presidential Young Investigator Award of the National

Science Foundation, the IJCAI Computers and Thought Award, the World

Technology Award (Policy category), the Mitchell Prize of the American Statistical

Association and the International Society for Bayesian Analysis, the ACM Karlstrom

Outstanding Educator Award, and the AAAI/EAAI Outstanding Educator Award. In

1998, he gave the Forsythe Memorial Lectures at Stanford University and from 2012

to 2014 he held the Chaire Blaise Pascal in Paris. He is a Fellow of the American

Association for Artificial Intelligence, the Association for Computing Machinery, and

the American Association for the Advancement of Science.

Analyses From Members of the CAIDP Global Academic Network

Banning Lethal Autonomous Weapons: An Education

"Lethal autonomous weapons systems—commonly but misleadingly known as “killer

robots”—are weapons systems that, once activated, can attack objects and people without

further human intervention. With more than a dozen nations working to develop highly

capable versions of them for use in the air, at sea, and on land, these weapons are not

science fiction: they exist now, and they are already being used in some current conflicts."

writes Stuart Russell.

AI POLICY CLINICS

The Center has launched a

https://issues.org/banning-lethal-autonomous-weapons-stuart-russell/
https://www.amnesty.org/en/latest/news/2021/11/global-a-critical-opportunity-to-ban-killer-robots-while-we-still-can/
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comprehensive certification

program for AI Policy. The

certification program is an

outgrowth of the work of

the Research Group and includes

requirements for research, writing,

and policy analysis. Research

Group members who fulfill the

requirements will be awarded with

the AI Policy Certificate. 

CAIDP offers several AI policy clinics. The clinics are intensive, interdisciplinary,

semester-long courses, established to teach future leaders in the AI policy field skills

in policy analysis, research, evaluation, team management, and policy formation.

Topics covered include AI History, AI Issues and Institutions, AI Regulation and

Policy Frameworks, and Research Methods. 

GAIDP Policy Clinic remains free, empowering, and inclusive with a growing number

of researchers worldwide. In our Fall 2022 cohort, we have more than 200

participants from 60 countries with extraordinary backgrounds in academics, policy,

ethics, law, administration, business, and governance. 

CAIDP is now accepting applications for the Spring 2023 semester. The deadline is
November 15, 2022.

APPLY

AI POLICY EVENTS

CAIDP Conversation with Renée Cummings, November 10, 2022
The Athens AI Roundtable, The Future Society, December 1-2, 2022
CAIDP Conversation with Professor Anu Bradford, author of the Brussels
Effect, December 8, 2022
Call for Panels CPDP2023 – Ideas That Drive Our Digital World - Deadline
November 25

CAIDP Global AI Policy Leader Awards

In February 2023, CAIDP will give out awards to Global AI Policy
Leaders in Academia, Business, Civil Society, and Government.

Individuals will be recognized who have made outstanding contributions to the
development and implementation of AI policies that advance fundamental rights,

https://www.caidp.org/global-academic-network/ai-policy-clinic/
https://www.caidp.org/global-academic-network/ai-policy-clinic/
https://www.caidp.org/global-academic-network/ai-policy-clinic/
https://www.caidp.org/global-academic-network/ai-policy-clinic/
https://www.surveymonkey.co.uk/r/CAIDPSpring23
https://www.surveymonkey.co.uk/r/CAIDPSpring23
https://www.caidp.org/events/
https://www.aiathens.org/
https://www.caidp.org/events/
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democratic values, and the rule of law. Following the CAIDP mission statement, we
will consider also their support for inclusion, fairness, and justice. And we will
highlight their notable achievements.

 

We seek your help to identify, recognize, and elevate these truly exceptional

people. Please send your nominations by December 15, 2022.

Apply for the 2023 Stefano Rodotà Award!

On your marks, ready? 

You have less than two months to submit your application and, perhaps, access a

unique award. Dare, take the time, apply!

https://www.caidp.org/about-2/mission-and-activities/
https://www.caidp.org/awards/nominations/
https://www.coe.int/en/web/data-protection/2023-rodota-award


Ideas that drive our digital world. The accompanying Call for Panels is out now, the

deadline for submission is November 25th!

SUPPORT CAIDP

CAIDP aims to promote a better society, more fair, more just—a world where

technology promotes broad social inclusion based on fundamental rights, democratic

institutions, and the rule of law. Your contribution will help us pursue this mission.

Donate to Center for AI and Digital
Policy! 

Help support Center for AI and
Digital Policy by donating or sharing
with your friends.

Donate to Center for AI and Digital
Policy!
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Good, a leading provider of online
services for the nonprofit community.
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