October 18, 2023

Chairman Cathy McMorris Rodgers and Ranking Member Frank Pallone
Chairman Chair Gus Bilirakis and Ranking Member Jan Schakowsky
House Committee on Energy and Commerce
Subcommittee on Innovation, Data, and Commerce
2125 Rayburn House Office Building
Washington D.C. 20515

Re: CAIDP Statement for the Record: “Safeguarding Data and Innovation: Building the Foundation for the Use of Artificial Intelligence”, October 18, 2023

Dear Chairman Rodgers and Ranking Member Pallone, Chairman Bilirakis and Ranking Member Schakowsky, and Committee Members,

We write to you, on behalf of the Center for AI and Digital Policy (CAIDP), regarding today’s hearing on “Safeguarding Data and Innovation: Building the Foundation for the Use of Artificial Intelligence.”

We previously testified on AI policy before the House Oversight Committee on Advances in AI: Are We Ready For a Tech Revolution?3 As CAIDP President Merve Hickok told the Committee: “We do not have the guardrails in place, the laws that we need, the public education, or the expertise in government to manage the consequences of the rapid changes that are now taking place.”4

1 Center for AI and Digital Policy, https://www.caidp.org
4 Id.
Your hearing on *Safeguarding Data and Innovation* could help address some of these challenges. In this statement, we respond to the questions set out in the hearing memo.\(^5\) Our recommendations in brief are:

1. Congress should move forward with comprehensive AI legislation.

2. The FTC should complete its investigation of OpenAI with urgency.

3. Congress should promote the use of Privacy Enhancing Technologies (PETs) that minimize or eliminate the collection and use of personal data.

### About CAIDP

The Center for AI and Digital Policy (CAIDP) is an independent research organization based in Washington, DC. We advise national governments and international organizations regarding artificial intelligence and digital policy. CAIDP currently serves as an advisor on AI policy to the OECD, the Global Partnership on AI, the European Union, the Council of Europe, UNESCO, and other national and international organizations. In April 2023, we released the third edition of our *Artificial Intelligence and Democratic Values* Index, providing a comprehensive review of AI policies and practices in 75 countries.\(^6\)

### 1. What privacy concerns arise from the widespread adoption of large language models and other forms of artificial intelligence?

In a complaint filed earlier this year with the Federal Trade Commission, CAIDP warned of the specific Risks to Privacy of generative AI products such as ChatGPT.\(^7\) OpenAI itself has acknowledged that “GPT-4 has the potential to be used to attempt to identify private individuals when augmented with outside data.”\(^8\)

ChatGPT exposes users to risk of loss of data and privacy violations through “Conversational AI leaks.”\(^9\) Several data breaches were reported after the deployment and
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\(^5\) Subcommittee on Innovation, Data, and Commerce, *Safeguarding Data and Innovation: Building the Foundation for the Use of Artificial Intelligence*, https://dl1dh6e84htgma.cloudfront.net/IDC_Hearing_Memo_on_AI_101823_1_76e2b78b7b.pdf

\(^6\) CAIDP, *Artificial Intelligence and Democratic Values* (2023), https://www.caidp.org/reports/aidv-2022/

\(^7\) CAIDP, *In the Matter of OpenAI* (2023), https://www.caidp.org/cases/openai/.

\(^8\) Id at pg. 22

\(^9\) CAIDP, *Supplement to the Original Complaint, In the Matter of Open AI* (2023), pg. 20, para. 85, https://files.constantcontact.com/dfc91b20901/72eccde7-44a7-44e4-bfee-d6801b3891d2.pdf. See also,
incorporation of ChatGPT in consumer facing services and applications. Companies such as Samsung, Bank of America, Goldman Sachs, Wells Fargo, Citigroup, and Deutsche Bank have imposed internal restrictions on the use of ChatGPT and other generative AI tools.

In a study commissioned by ELSA – European Lighthouse on Secure and Safe AI - computer security experts concluded that Large Language Models (LLMs) “blur the line between data and instructions” due to security flaws of “indirect prompt injections” and render LLMs such as ChatGPT vulnerable to “data theft, worming, information ecosystem contamination, and other novel security risks.” They urged ongoing security evaluations of LLM-integrated applications.

In June 2023, the Norwegian Consumer Council (NCC) published Ghost in the Machine, a report on the consumer dangers of generative AI. The NCC report presents several critical findings:

a) “Generative AI models are dependent on large amounts of data that is taken from a multitude of sources, usually without the knowledge or consent of the originator of the data, be it a piece of art, a news article, or a selfie.

b) There are rising concerns about generative AI in chatbots and their ability to trick consumers into sharing personal data, which may be repurposed to serve targeted advertising or to manipulate consumers into purchasing products or services. This is especially relevant in the case of vulnerable groups such as children or lonely people, who may be more likely to share sensitive information about themselves in conversation with the generative AI.

c) Image generators are usually trained on huge datasets that include images of real people. These images can, for example, be taken from social media and search engines,


Id at pg. 18, para. 79

Id at pg. 28, 29, para. 110
without a lawful legal basis or knowledge by the people in the pictures. Similarly, text generators are trained data-imagsets that could include personal data about individuals, or conversations between individuals.”

In April 2023, Snap Inc. integrated ChatGPT into Snapchat – a popular application used by many children. There is no opt-out from the chatbot in the standard, free version of the app. The information page on Snapchat states “My AI “may include biased, incorrect, harmful or misleading content” and suggests that users should independently verify any advice it gives before acting on it.” Snap’s decision to integrate ChatGPT into applications widely used by children will enable further collection of children’s personal data as kids may not be aware of the nature of the information they are disclosing to the chatbot.

Just last month, OpenAI released the third version of DALL-E, a software for AI-generated art. Now, DALL-E-3 incorporates ChatGPT. OpenAI has announced “voice and image capabilities in ChatGPT.” OpenAI has announced its vocal technology will be “capable of crafting realistic synthetic voices from just a few seconds of real speech.”

The use of image-to-text techniques to analyze images of people has staggering implications for personal privacy and personal autonomy, as it would give the user of GPT-4 the ability not only to link an image of a person to detailed personal data, available in the model, but also for OpenAI’s product GPT-4 to make recommendations and assessments, in a conversational manner, regarding the person.

---

16 CAIDP, *Supplement to the Original Complaint, In the Matter of Open AI (2023)*, pg. 25, 26, para. 105, 106, https://files.constantcontact.com/dfc91b20901/72cccde7-44a7-4e4-bfee-d6801b3891d2.pdf
21 CAIDP, *Supplement to the Original Complaint, In the Matter of Open AI (2023)*, pg. 25, 26 para. 105, 106, https://files.constantcontact.com/dfc91b20901/72ccdde7-44a7-4e4-bfee-d6801b3891d2.pdf
AI systems can replicate and amplify human biases. NIST has also reported on the problems of bias in data sets.22 Further, vulnerable populations are the most affected by biased AI outputs. There are examples of datasets created from human biases influencing AI to replicate systemic racism in facial recognition.23

**The Federal Trade Commission (FTC) should move forward and conclude its investigation of OpenAI initiated by CAIDP.** Subsequent to the filing of the CAIDP Complaint regarding OpenAI, consumer agencies around the world have launched investigations of ChatGPT.24 The Federal Trade Commission (FTC) now has a unique opportunity at this time to establish guardrails for AI. Earlier this year, CAIDP filed a detailed complaint with the FTC regarding OpenAI. The FTC has opened the investigation of OpenAI we requested.25 This is clearly a positive development, but now the FTC must prioritize this investigation. It took two years from the time we filed similar complaints with the FTC concerning Google and Facebook before there was a settlement.26 We can’t wait that long this time. AI products are evolving rapidly and being deployed downstream in consumer facing services. Before the end of this year the FTC must complete the investigation of ChatGPT and enter into a settlement with OpenAI that ensures the companies will abide by the practices for AI companies the Commission has previously issued.

2. **How can increasing user control over their data help alleviate concerns about the future of AI?**

**Congress must move forward with federal AI legislation.** We need federal AI legislation which would mandate transparency, fairness, and accountability of AI systems. As CAIDP President Merve Hickok said in her testimony, “AI systems determine people’s opportunities in life – from education and credit to employment and housing. The use of opaque and unprovable
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23 Id.

24 CAIDP, *Supplement to the Original Complaint, In the Matter of OpenAI (2023)*, pg. 2, para. 6, [https://files.constantcontact.com/dfc91b2090172ccccde7-44a7-44e4-bfee-d6801b3891d2.pdf](https://files.constantcontact.com/dfc91b2090172ccccde7-44a7-44e4-bfee-d6801b3891d2.pdf).


decision-making systems means that both people subject to the systems and the companies that deploy systems do not actually know the basis of outcomes.”27

For this reason, developers of foundation models as well as downstream users should be held responsible for ensuring safety by design and implementing specific safeguards on transparency of data practices and disclosure on AI-generated content.

Leading AI researchers, Emily Bender, Timnit Gebru, and Margaret Mitchell have explained, “researchers must adopt frameworks to describe the uses for which their models are suited and benchmark evaluations for a variety of conditions. This involves providing thorough documentation on the data used in model building, including the motivations underlying data selection and collection processes. This documentation should reflect and indicate researchers’ goals, values, and motivations in assembling data and creating a given model.”28

We endorse the Hawley-Blumenthal bipartisan AI Act which offers a comprehensive framework for the governance of AI.

Many machine learning systems rely on the collection of personal data. These systems can violate privacy and be used for mass surveillance. New AI systems pose new challenges for privacy, dignity, autonomy, and equality. Metrics for explainability, interpretability, and transparency should be established to protect fundamental rights, human well-being, and to increase public trust. These metrics alongside Privacy Enhancing Technologies would help protect privacy.29 Privacy Enhancing Techniques (PETs) minimize or eliminate the collection and use of personal data.

There are other techniques, such as ‘Privacy by Design’ and ‘Privacy-Preserving Technologies.’ However, sharing data even in anonymized form also presents significant privacy and security risks. Policymakers could support the development and adoption of solutions that
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29 CAIDP, Comments to OSTP on National Artificial Intelligence Research and Development Strategic Plan, Mar. 4, 2022, Pg. 4, https://www.caidp.org/statements/
allow for secure, responsible use of these data sets, such as privacy-enhancing technologies (PETs).  

Where it is necessary to transfer personal data, the most robust methods should be adopted. The adoption of PETs has the potential to address both the risks and opportunities for innovation and robust privacy protections.

Thank you for your consideration of our views. We would be pleased to provide you and your staff with additional information. We ask that this statement be included in the hearing record.

Sincerely,

Merve Hickok
CAIDP President

Marc Rotenberg
CAIDP Executive Director

Christabel Randolph
CAIDP Law Fellow
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