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MISSION 
 
 
The Center for AI and Digital Policy (CAIDP) aims to ensure artificial intelligence and digital 
policies promote a better society, more fair, more just, and more accountable – a world where 
technology promotes broad social inclusion based on fundamental rights, democratic 
institutions, and the rule of law. 
 
CAIDP is a global independent non-profit focused on research, education, advocacy and 
advisory. CAIDP trains AI policy advocates, researchers, and practitioners across 100+ countries. 
With intensive training for future leaders in AI policy worldwide and promotion of collaboration 
among scholars through a Global Academic Network, CAIDP maintains a global research network. 
 
CAIDP provides AI policy advice to national, international, and supranational organizations, and 
currently serves as an expert advisor on AI policy to the OECD, UNESCO, European Union, United 
Nations, the Council of Europe, the Global Partnership on AI, and other leading organizations.  

 
CAIDP organizes advocacy campaigns and events and collaborates with other civil society 
organizations and academic institutions to advance its mission and amplify the work of 
community organizations. Public comment and engagement are enhanced by tracking Public 
Voice opportunities globally and sharing within our network. 
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PROGRAM AND ACTIVITIES 
 
 
EDUCATION & RESEARCH 
 
CAIDP is committed to shaping the future of AI policy through a multifaceted approach: 
conducting AI Policy Clinics to train the next generation of leaders, offering externships to 
educate law students on AI policy intricacies, providing fellowships to develop advanced 
policy research and analysis skills, establishing a Global Academic Network to foster 
international scholarly collaboration, and developing online resources dedicated to key AI 
policy frameworks. This holistic strategy ensures a well-rounded development of expertise 
and resources in the field of AI governance. 
 
ADVISORY 
 
● Publish annual comparative analysis on national AI strategies and practices (Artificial 

Intelligence and Democratic Values Index) 
● Advise national governments and international organizations on AI policies and 

regulations which center human rights 
● Publish commentaries and position papers on AI policy (Statements) 
● Publish weekly global AI policy newsletter, which reached 48.000 subscriptions in 

2023 (CAIDP Update) 
 
 

ADVOCACY 
 
● Conduct AI policy roundtable discussions with diverse group of stakeholders, and partner 

with other civil society organizations around the world with similar goals 
● Support AI initiatives, projects, and campaigns that safeguard the rule of law, democratic 

institutions, and fundamental rights. 
● Interview journalists, activists, AI policy experts, on most pressing AI policy discussions 

(CAIDP Conversations) 
● Amplify public consultation and engagement opportunities for AI policy (Public Voice) 
● Provide education and advocacy updates on LinkedIn, for our more than 44.000 followers  
● Create online collaboration space for Research Group participants and Academic Network 

to support deeper policy discussions and collaborative projects, emphasizing diverse 
perspectives from Global Majority 
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CAIDP Research Groups 
  
CAIDP works to build capacity and educate future leaders in AI policy around the world. In 2021, 
CAIDP launched the first AI Policy Clinic, an intensive introduction to the world of AI policy. The 
Research Group provides the basis for the CAIDP's policy work. Semester-long clinics bring 
together a diverse group civil society advocates, academic researchers, lawyers, technologists 
and policy practitioners The participants, representing more than 80 countries, conduct research 
and policy analysis and develop presentation skills. Research Group members identify significant 
AI Policy News, locate public voice opportunities, examine emerging trends in AI Policy, assess 
country AI policies and practices and present their analysis to the cohort. 
 
Research Group members who successfully complete the requirements of the Clinic become 
eligible for the Advanced AI Policy Clinic. These Team Leaders coordinate research group 
activities, prepare “5 Key Points” presentations, and develop advanced AI policy skills. The Team 
Leaders who successfully complete the semester receive Advanced AI Policy Clinic certification. 

 
Certified Team Leaders become eligible for the third level of training - AI Policy Group. This group 
provides in-depth research and analysis for CAIDP’s global policy recommendations. 
CAIDP works to ensure AI policy education is available, accessible, and free of charge, and that it 
creates opportunities for the members to advance their work in their respective communities. 

The CAIDP AI Policy Certificate 
  
CAIDP has launched a comprehensive certification program for AI Policy. The certification 
program is an outgrowth of the work of the Research Group, and includes requirements for 
research, writing, and policy analysis. All levels of certification require meeting the participation 
and assignment expectations and a  passing grade in multi-part test. The subjects are AI History, 
AI Issues and Institutions, AI Regulation, and Research Methods. Candidates must also sign a 
Statement of Professional Ethics for AI Policy. CAIDP Certificates are available for: 
 

● Artificial Intelligence Policy 
● Artificial Intelligence Policy - Advanced 
● Artificial Intelligence Policy (Practicum) Group 

  
CAIDP has also launched the first code of professional ethics for the field of AI policy. The goal is 
to ensure that those who provide advice regarding AI policy commit themselves to a high level of 
professional conduct. The CAIDP Statement of Professional Ethics recognizes that AI systems 
impact the rights and opportunities of others, may pose a risk to public safety, and that bias is an 
ongoing challenge. The Statement requires individuals to ensure that AI systems are fair, 
accountable, and transparent among other obligations. Endorsement of the Statement of 
Professional Ethics is necessary to receive the CAIDP AI Policy Certificate. 
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CAIDP Fellowships 
  
CAIDP recognizes the academic success, ongoing engagement, and extraordinary contributions 
of its AI Policy Clinic participants. The Program Committee identifies the candidates for “Fellow” 
designation and recommends to Board of Directors. The designation is determined by a vote of 
members of the Board of Directors. Fellows take additional research and leadership 
responsibilities. 
 

CAIDP Externships 
  
CAIDP provides the opportunity for full-time students in law or public policy to work with CAIDP 
during the Semester for academic credit. Typical externships include intensive work in AI policy 
research and analysis and the opportunity to connect with experts and leaders in the AI policy 
field. 
 
CAIDP externs represent Duke Law School, Georgetown Law, Harvard Law School, Stanford Law 
School, MIT, Indiana University, Georgia Tech, George Washington University Law School, William 
& Mary Law School, UCLA, Dalhousie University, Canada, Campbell Law School, TU Wien and 
University of Vienna for externship opportunities, and we continue to expand our network with 
additional collaborations. We welcome further partnerships with institutions that share our 
commitment to exploring the societal impact of AI and digital technologies.  
 

Online Resources 
 

CAIDP contributes to better understanding of major AI policy frameworks by developing 
thematic pages. Research Group members, as part of their educational activities, research and 
synthesize authoritative resources on these frameworks. Each page includes the main 
institution’s (for example Council of Europe) own institutional documents, background reference 
materials, CAIDP Statements and published work on the subject, news items, events, and other 
civil society activities. 
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CAIDP Publications and the CAIDP Update 
  

 The Center for AI and Digital Policy makes freely 
available to members of the Global Academic 
Network CAIDP publications, including The AI Policy 
Sourcebook and Artificial Intelligence and 
Democratic Values Index. The CAIDP also promotes 
the publications of members of the Global Academic 
Network. 
 
 
 
 
 
 
 
 

 
 
 
Our weekly newsletter CAIDP Update 
reaches the inboxes of more than 
60,000 subscribers, providing timely 
information about global AI Policy 
developments. It is considered a 
trusted and independent resource. 
CAIDP Update also includes global 
Public Voice opportunities, highlights 
from Global Academic Network 
members, CAIDP’s own campaigns and 
recent statements. 
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Global Academic Network 

 
 CAIDP launched the Global Academic Network (GAN) in 2021. The Global Academic 
Network builds on the expertise of the CAIDP Team members, the work of the CAIDP Research 
Group, and the opportunity to collaborate with AI Policy research institutions around the world. 
At the end of 2023, CAIDP Global Academic Network represents 55 leading experts in AI policy 
from over 25 countries. The members of the GAN help guide the work of CAIDP, providing advice 
and direction and also reviewing CAIDP program activities. 
 
The Global Academic Network is established to: 
 

1. Promote well-informed and cutting-edge research 
2. Provide high-quality resources 
3. Promote collaboration 
4. Identify emerging issues 
5. Enable networking opportunities 
6. Establish ethical standards for AI Policy 
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CAIDP Policy Events, Conversations, and the Public Voice 
 
Since its inception, CAIDP has been at the forefront of addressing the complex challenges and 
opportunities presented by AI. Through a combination of advocacy, education, and global 
dialogue, CAIDP has emerged as a leading voice in the quest to ensure that AI development and 
deployment are governed by principles that prioritize human rights and democratic values. We 
hold regular AI policy roundtable events to bring together diverse array of stakeholders to 
discuss the most relevant topics. 
 
CAIDP also routinely identifies opportunities for public comment on AI policy posted by 
government agencies worldwide. We strongly advocate for meaningful participation 
opportunities for members of the public in policy discussion and development. We educate 
Research Group members on how to locate these opportunities, encourage them to participate 
and amplify the opportunities in their own communities, and we assist in the drafting of 
effective comments. 
 
2023: This year witnessed the significant advancement and recognition for CAIDP. We 
continued to foster global dialogue on AI policy through our Conversations, drawing insights 
from a diverse array of experts. CAIDP contributed to both EU AI Act and the draft text of first 
international treaty on AI at Council of Europe. Notably, the release of the new edition of 
"Artificial Intelligence and Democratic Values" report in April offered a groundbreaking analysis 
of global AI policy landscapes, reaffirming our leadership in advocating for ethical AI practices. 
Our collaborative efforts culminated in impactful engagements at key international conferences 
and through targeted advocacy campaigns, such as our work against mass surveillance 
practices. The expansion of our AI Policy Certification Programs exemplifies our dedication to 
educating and empowering the next generation of policy leaders. CAIDP leaders’ perspectives 
have featured in The Washington Post, The New York Times, The Economist, Wired, Venture 
Beat, Politico, and others. 
 
2022: Building on the momentum, CAIDP expanded its reach and deepened its impact through 
an enriched Conversations series that featured thought leaders such as Anu Bradford and David 
Sanger. The organization's presence at key international conferences, notably the Computers, 
Privacy and Data Protection (CPDP), facilitated essential discourse on privacy, surveillance, and 
impact of AI on human rights and democracy. The Global Privacy Assembly in Istanbul was 
particularly significant, as CAIDP started a campaign against facial surveillance. 
 
2021: Marked by a series of strategic Conversations and panels, CAIDP catalyzed important 
discussions on AI's societal impacts. The organization brought together a diverse array of 
experts — including filmmakers, journalists, legal scholars, and technologists — to explore AI's 
ethical, legal, and socio-political dimensions. One of the year's highlights was the policy event 
on AI and Democratic Values during #ParisAIweek, which underscored the critical nexus 
between AI technologies and the preservation of democratic institutions. 
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ACCOMPLISHMENTS 
Artificial Intelligence and Democratic Values Index 
 
CAIDP’s flagship report – Artificial Intelligence and Democratic Values Index measures progress 
toward AI policies that safeguard human rights and the rule of law. The AIDV Index bridges the 
gap between policies and practices with fact-based evaluations of individual countries, and 
ratings and rankings to compare countries and evaluate trends over time. In April 2023, CAIDP 
published the third edition of the Index and global ranking of countries, based on national AI 
policies and practices.   
 
From its inception, the AIDV Index has shown remarkable growth and evolution. The inaugural 
report assessed 30 countries, laying the groundwork for a comprehensive framework to measure 
progress toward AI policies that safeguard human rights and the rule of law. By 2022, the scope 
of the report expanded to include 50 countries, reflecting the increasing global attention on AI's 
impact on society and governance. The latest edition marks a significant milestone, extending its 
analysis to 75 countries. This expansion is a testament to the Index's growing importance as a 
resource for policymakers, researchers, and advocates worldwide, aiming to bridge the gap 
between AI policy aspirations and their practical implementation. 
 
The 2022 report, a 1266-page document, synthesizes the contributions of over 200 experts from 
nearly 60 countries, offering a comprehensive overview of the global AI policy landscape. It 
incorporates new developments such as the implementation of the UNESCO AI Recommendation 
and the Global Privacy Assembly Resolution on Facial Recognition, alongside a refined 
methodology that allows for more granular analysis and comparison across nations. Launch event 
brought together many senior EU and US policymakers, such as MEP Brando Benifei, European 
Data Protection Supervisor Wojciech Wiewiórowski, EEOC Chair Charlotte Burrows, for a 
discussion on transatlantic AI policymaking. 
 
Key recommendations from the report underscore the urgent need for countries to establish 
national AI policies that embody democratic values, ensure public participation in AI 
policymaking, create mechanisms for independent oversight, guarantee fairness and 
transparency, and prohibit mass surveillance practices such as facial recognition. Additionally, it 
advocates for curbing the deployment of lethal autonomous weapons, implementing the 
UNESCO AI Recommendation, and establishing a comprehensive, legally binding convention for 
AI. Research from AI Policy Clinic members contribute to the update of the Index every year. 
 
As the AIDV Index moves forward, its annual editions will not only track progress and setbacks  
at the intersection of AI policy, democratic values and human rights, but also adapt to emerging 
challenges and opportunities. This approach ensures that the Index remains at the forefront of 
efforts to realize the potential of AI in a manner that respects human dignity, promotes 
democratic governance, and upholds the rule of law. 



12 
 

 

 

 

 

 
 
 



13 
 

CAIDP AI Policy Clinic Graduates 
 
 CAIDP values diversity and inclusion, and the variety of experiences and perspectives 
across different cultures and contexts.  We also recognize AI policy training is not available, 
accessible, or affordable to all communities around the world. CAIDP is committed to provide 
semester-long, free of charge virtual education globally.  
 
 By end of 2023, CAIDP has certified participants across AI Policy, AI Policy Advanced, AI 
Policy Group cohorts and Law Externships. Cumulative numbers as of the January 2024 are; 

 AI Policy Clinic graduates: 580 
 AI Policy Clinic Advanced graduates: 115 
 Externships completed: 26 
 Countries represented: 102 
 Research Group participants: 1,141 
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CAIDP Statements 
 
 In 2023, CAIDP expanded its influence and engagement on AI policy, continuing its 
commitment to democratic values, fundamental rights, and the rule of law. Building on its work 
from previous years, CAIDP provided critical input and engaged with a broader array of national 
governments and international organizations, reflecting its growing role in shaping global AI 
governance.  
 
Key engagements in 2023 included: 
 

 CAIDP filed a formal complaint with the FTC against OpenAI, pressing for a thorough 
investigation into the company's compliance with federal consumer protection laws. 

 CAIDP President Merve Hickok testified in the U.S. Congress in March.  
 CAIDP provided numerous recommendations to US Senate and federal agencies.  
 CAIDP briefed policymakers on several occasions on the most pressing issues on AI 

impacting civil rights.  
 CAIDP significantly contributed to the draft text of the first international treaty on AI at 

Council of Europe's Committee on AI, emphasizing stronger protections for human rights, 
rule of law and democracy, and more meaningful implementation and oversight 
mechanisms 

 CAIDP provided expertise and AI policy recommendations for the EU AI Act, United 
Nations, UNESCO, OECD, and G7/G20  

 CAIDP collaborated with several organizations in the U.S. and EU to raise awareness on 
impact of generative AI on elections and democracy 

 CAIDP issued a statement supporting the OECD Gran Canaria Declaration and urging rapid 
application of OECD Privacy Guidelines and AI Principles. CAIDP filed a detailed complaint 
with the FTC concerning Zoom's use of artificial intelligence and machine learning 
technologies.  

 Launching new campaigns and joining coalitions to enhance the protection of rights, 
including efforts focused on algorithmic bias in employment and the protection of 
migrant rights. 

 
CAIDP's actions in 2023 not only continued its advocacy against the misuse of technology, such 
as the ban on facial surveillance technology, but also introduced new initiatives. This included 
participating in global policy discussions, such as those at the World Bank, and engaging with the 
U.S. Equal Employment Opportunity Commission (EEOC) on the impact of AI on employment 
practices. The CAIDP provided comments on AI policy to the following national governments and 
international organizations:  
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US Domestic 

Congress National AI 
Advisory 
Committee 
(NAIAC) 

National Security 
Commission on AI 

AI Task Force Office of 
Management 
and Budget 

     
National 
Telecommunications 
& Information 
Administration 

Office of 
Science and 
Technology 
Policy 

Equal 
Employment 
Opportunity 
Commission 
(EEOC) 

The Federal 
Trade 
Commission 
(FTC) 

Federal Election 
Commission 
(FEC) 

     
Senate Foreign 
Relations 
Committee 

Senate HELP 
Committee 

Senate Rules 
Committee 

Senate 
Commerce 
Committee 

Senate Judiciary 
Committee 

     
House Oversight 
Committee 

House 
Committee on 
Energy & 
Commerce 

House Committee 
on AI & Risk 
Management 

President’s 
Council of 
Advisors on 
Science & 
Technology 

Attorney 
General 

International 
The EU-US Trade 
and Technology 
Council (TTC) 

Council of 
Europe, 
Committee on 
Artificial 
Intelligence 

The Organization 
of American 
States 

The European 
Parliament 

The European 
Commission 

     
OECD The G7, G20 & 

The C20 
The Government 
of Colombia 

The African 
Commission 
on People 
and Humans 
Rights 

The State 
Internet 
Information 
Office of China 

     
The UK Parliament 
& UK Prime Minister 

UK Department 
for Digital, 
Culture, Media 
and Sport 

UK - Information 
Commissioner's 
Office 
 

France – CNIL 
(National 
Commission 
on 
Informatics 
and Liberty) 
 

Pakistan's 
Ministry of 
Information 
Technology 
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CAIDP Global AI Policy Leader Awards 
 
In 2023, CAIDP announced the AI Policy Leader Awards, marking a significant milestone in our 
commitment to advancing AI policies that uphold fundamental rights, democratic values, and 
the rule of law. This inaugural award ceremony recognized four distinguished individuals: 
Professor Stuart Russell in academia, Beena Ammanath in the business sector, Tawana Petty 
for her civil society work, and Jan Kleijssen in the government realm. Their contributions have 
not only influenced the global discourse on ethical AI but have also established a benchmark for 
excellence in the field. 
 
The initiation of these awards stems from CAIDP's dedication to fostering an ecosystem where 
technology serves to enhance social inclusion, fairness, and justice. By celebrating the 
achievements of individuals like Russell, Ammanath, Petty, and Kleijssen, we aim to highlight 
the paramount importance of ethical considerations in AI development and implementation. 
Their unwavering dedication sets a high bar for future endeavors in AI policy-making, 
demonstrating the impactful role of leadership in driving positive change. Looking ahead, the AI 
Policy Leader Awards will continue annually, reinforcing our commitment to recognizing and 
inspiring pioneering work in the AI policy sphere.  
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CAIDP Partnerships  
 
 CAIDP is recognized as an independent expert group on AI policy and has been invited to 
participate in numerous global AI policy initiatives. The organization pursues a wide range of 
projects on Artificial Intelligence policy in collaboration with critical partners, including: 
 

Council of Europe Committee 
on AI (Observer) 

Global Partnership on AI 
(Data Governance) 

OECD AI Group of Experts 

UNESCO Recommendation 
on AI Ethics  
UNESCO Experts Without 
Borders 

European Parliament (EU AI 
Act) 

ABA Rule of Law Initiative 
 

ACM AI Policy Committee Council on Foreign Relations 
(AI education modules for 
World 101) 
 

European Law Institute 
(Model Rules on Impact 
Assessment of ADMs Used by 
Public Administration) 

Carnegie Council for Ethics 
 

International Working Group 
on Data Protection (Facial 
Surveillance, Smart Cities) 
 

Encode Justice 
 

Global Privacy Assembly  United Nations AI Advisory 
Board Network of Experts 

Anti-Trafficking Initiative of 
Loyola Law School 
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CAIDP President 
Addresses Council of 
Europe Committee on AI 

  
On the second day of 
the Council of Europe 
Committee on AI plenary 
session in Strasbourg, 
Center for AI and Digital 
Policy President Merve 
Hickok spoke to delegates 
about the importance of 
addressing algorithmic 
discrimination and 
promoting transparency in 
AI. 
 
CAIDP Issues Statement 
on the OECD Gran Canaria 
Declaration 
CAIDP issued 
a statement in support of 
the OECD Digital 
Ministerial conference in 
Gran Canaria, Spain. CAIDP 
urged the OECD to quickly 
apply their Privacy 
Guidelines and AI 
Principles to the world of 
AI. 
 
Civil Society 
Organizations, Including 
CAIDP, Raise Concerns 
Over Exclusion from COE 
AI Treaty Drafting 
CAIDP and other civil 
society organizations 
have expressed concern 

over the recent decision to 
exclude them from the 
drafting group for the 
Council of Europe's (COE) 
treaty on AI. 
 
CAIDP Spring Semester 
Begins 
CAIDP's AI Policy Clinic has 
welcomed a diverse group 
of AI policy advocates, 
practitioners, and 
researchers from 60+ 
countries to begin their 
journey.  
 
CAIDP Sends Statement to 
US Attorney General 
Regarding US Views on 
CoE AI Convention 
CAIDP sent a letter to US 
Attorney General Merrick 
Garland expressing 
concern about the position 
of the US Department of 
Justice on the negotiations 
for the first global 
convention on AI now 
underway at the Council of 
Europe in Strasbourg. 
 
CAIDP Calls For Greater 
Transparency at the 
Council of Europe 
Committee on AI 

 
In an op-ed for 
Verfassungsblog, Merve 
Hickok, Marc Rotenberg 
and Karine Caunes call for 

increased transparency in 
the Council of Europe 
Committee on AI and 
advocate for specific 
protections in the global 
convention on AI. 
 
CAIDP’s Marc Rotenberg 
Speaks at World Bank 
Data Privacy Day 2023 

 
In a speech at the World 
Bank's Data Privacy Day 
2023, Marc Rotenberg, 
CAIDP Executive Director, 
underscored the ongoing 
significance of fairness, 
accuracy and transparency 
when handling personal 
data in the era of artificial 
intelligence.  
 
CAIDP Urges EEOC to 
Address Algorithmic Bias 
in Employment Decisions 

 
CAIDP 
made recommendations t
o the U.S. Equal 
Employment Opportunity 
Commission (EEOC) 
regarding the use of 
algorithmic decision-
making tools in the 
workplace.  
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CAIDP Urges UN to Adopt 
Transparent Processes for 
AI Governance 

 
CAIDP has sent 
a statement to the United 
Nations Global Digital 
Compact (GDC) 
recommending that the 
UN encourage member-
states to adopt 
democratic, transparent 
processes in developing AI 
governance frameworks 
and to assess and report 
on the impact of AI on 
fundamental rights set out 
in the International 
Covenant on Civil and 
Political Rights. 
 
CAIDP Joins Coalition 
Urging EU to Strengthen 
Protection of Migrant 
Rights 

 
CAIDP joined a coalition of 
200 civil society 
organizations and 
academics to call on the 
EU negotiators to better 
protect the rights of all 
people, regardless of their 
migration status.  
 

CAIDP Urges EU Leaders 
to Prioritize Completion of 
AI Act 
 
CAIDP sent a statement to 
the European Union 
leaders regarding the EU 
AI Act, expressing support 
for the transparency and 
accountability provisions 
and making 
recommendations to 
ensure that the Act fulfills 
its purpose of protecting 
fundamental rights and 
public safety. 
 
CAIDP President on 
Protecting Human Rights 
with AI Law 

 
CAIDP President Merve 
Hickok warned about 
"Chatbots Got Big—and 
Their Ethical Red Flags Got 
Bigger," in an interview 
for Wired. 
 
CAIDP Urges G7 to 
Establish AI Oversight and 
Privacy Standards 

 
CAIDP has released 
a statement urging the G7 
to establish actionable 
standards for AI systems, 

transparency, 
accountability, and red 
lines for technologies that 
violate fundamental 
human rights.  
 
CAIDP Announces 
Winners of Global AI 
Policy Leaders Awards 

 
CAIDP is thrilled to 
announce the winners of 
the Global AI Policy 
Leaders Awards in 
Academia, Business, Civil 
Society, and Government. 
Stuart Russell, Beena 
Ammanath, Tawana Petty, 
and Jan Kleijssen have 
been recognized for their 
exceptional contributions 
to the development and 
implementation of AI 
policies that promote 
fundamental rights, 
democratic values, and the 
rule of law. 
 
CAIDP Urges NAIAC to 
Take Specific Actions on 
AI Governance 

 
CAIDP urged the National 
AI Advisory Committee 
(NAIAC) to recommend 
specific actions on AI 
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governance in the 
upcoming report to the 
President of the U.S. 
 
CAIDP Provides 
Recommendations for 
Civil Society for 2023 G20 
in India 

 
CAIDP urged civil society 
organizations participating 
in the G20 meetings this 
year to endorse “red lines” 
for certain AI deployments 
that violate fundamental 
rights. 
 
CAIDP President Calls for 
Stronger Regulation of AI 
in Congressional Hearing 

 
Merve Hickok, CAIDP 
President, testified before 
the U.S. House of 
Representatives Oversight 
Committee on the need 
for stronger regulation of 
AI. She emphasized that 
the current regulations are 
inadequate to prevent the 
unethical and dangerous 
use of AI, and called for 
regulations that focus on 
the ethical use of AI and its 
impact on society. 
 

CAIDP Calls for Urgent 
Legislation to Protect 
Public from Unregulated 
AI 

 
In a letter published in The 
New York Times, Merve 
Hickok and Marc 
Rotenberg of CAIDP 
emphasized the urgent 
need for the U.S. to 
implement legislation to 
protect the public from 
unregulated AI. 
 
CAIDP Files FTC Complaint 
on OpenAI 

 
CAIDP filed a formal 
complaint with the Federal 
Trade Commission (FTC) 
against OpenAI, urging the 
agency to investigate the 
company's GPT-4 product 
for violating federal 
consumer protection law. 
CAIDP has requested the 
suspension of GPT 
commercial products until 
OpenAI complies with the 
FTC Guidance for AI 
products, citing concerns 
over risks such as 
disinformation, influence 
operations, proliferation of 

weapons, and 
cybersecurity. 
 
CAIDP Unveils AI and 
Democratic Values Index 

 

 
CAIDP unveiled the latest 
edition of the Artificial 
Intelligence and 
Democratic Values Index 
(AIDV) in a full-day 
conference featuring 
prominent speakers. The 
Index explores future 
directions and challenges 
in artificial intelligence and 
digital policy. Updated AI 
Index ranks policies and 
practices in 75 countries, 
with Canada, Japan, Korea, 
and Colombia at the top. 
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Civil 7 Presents 
Communiqué to G7, Urges 
Human Rights Focus 

 
Civil 7, an official G7 
Engagement Group 
representing international 
civil society, presented its 
2023 Communiqué to 
Japan's Prime Minister and 
G7 Chair Fumio Kishida. 
CAIDP was honored to 
contribute to the section 
on "Technology, Digital 
Democracy, and Human 
Rights. 
 
CAIDP Asks G7 Digital 
Ministers to Promote AI 
Accountability 

 
CAIDP released 
a statement urging the G7 
to adopt regulations that 
ensure transparency, 
traceability, and accuracy 
in the development and 
deployment of AI 
technologies. 
 

CAIDP Urges OMB to 
Begin Overdue AI 
Rulemaking 

 
CAIDP issued 
a statement urging the 
Office of Management and 
Budget (OMB) to 
accelerate AI regulations 
for federal agencies. 
 
Marc Rotenberg speaks at 
CFR meeting in NYC 

 
Marc Rotenberg at the 
Council of Foreign 
Relations in New York City 
with Zaid Zaid and Lauren 
Kahn. 
 
CAIDP Asks US Senate to 
Review AI Policy 
Initiatives as Work on 
AI Legislation Begins 

 
In advance of a Senate 
hearing on “Oversight of 
A.I.: Rules for Artificial 
Intelligence,” CAIDP 
leaders Merve 
Hickok, Lorraine 
Kisselburgh, and Marc 

Rotenberg have asked the 
Judiciary Committee to 
review the AI and 
Democratic Values report, 
consider the Universal 
Guidelines for AI as a basis 
for legislation, and review 
CAIDP’s recent complaint 
to FTC concerning OpenAI. 
 
AI Expert: We Urgently 
Need Ethical Guidelines & 
Safeguards to Limit Risk of 
Artificial Intelligence 

 
 
CAIDP Urges Trade 
Negotiators to Move 
Forward Governance of AI 

 
CAIDP has urged top U.S. 
and European trade 
negoƟators to prioriƟze 
the governance of AI in 
their upcoming discussions 
at the U.S.-EU Trade and 
Technology Council (TTC) 
in Luleå, Sweden. 
CAIDP's Randolph Asks 
FTC Commissioners about 
Status of Open AI 
Complaint 
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At the Federal Trade 
Commission's Open 
Commission Meeting, 
CAIDP Fellow Christabel 
Randolph asked FTC 
Commissioners Kahn, 
Slaughter, and Bedoya on 
the status of CAIDP’s 
previous complaint. 
 
Border Management and 
Predictive Policing: Merve 
Hickok at #CPDP2023 

 
At the #CPDP2023 
conference, Merve Hickok, 
President of the CAIDP, 
joined a panel on the 
intersection of AI and 
fundamental rights. The 
discussion, spearheaded 
by Emilio De Capitani, 
delved into predictive 
policing and AI-based 
border management 
applications. 
Furthering AI Governance 
through Transatlantic 
Cooperation 

 
Before the TTC meeting, 
CAIDP made a 

significant call, urging top 
trade negotiators from the 
U.S. and Europe to 
prioritize the governance 
of AI in their discussions. 
 
CAIDP Launches US Public 
Voice Campaign 

 
As the Biden 
Administration has 
announced several new 
requests for public 
comment, CAIDP launched 
a campaign to encourage 
public participation, along 
with relevant resource 
pages.  
 
CAIDP Urges Transatlantic 
Commitment to Protect 
Human Rights in AI Policy 

 
Merve Hickok, the 
President of CAIDP, 
attended meetings in 
CPDP Conferences and the 
European Parliament. She 
underscored the 
imperative role of 
policymakers in both the 
European Union and the 
United States in honoring 
their pre-existing 
obligations to protect 

these essential human 
rights. 
 
CAIDP Advises US Senate 
on AI and Human Rights 

 
Ahead of a U.S. Senate 
hearing on AI and human 
rights, CAIDP urged the 
committee to focus on 
several key AI policy areas. 
CAIDP recommended 
restrictions on AI 
techniques that violate 
human rights, mandating 
impact assessments for 
high-risk AI systems, 
ensuring transparency in 
machine learning 
techniques, and 
supporting a global treaty 
on AI. 
 
CAIDP Advises UK 
Government on AI 
Accountability 

 
CAIDP joined the expert 
panel on AI Lifecycle 
Accountability, organized 
by the UK government 
Office of AI, and co-hosted 
by the University of Bath. 
CAIDP emphasized 
accountability as the 
cornerstone of effective AI 
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regulation. CAIDP advised 
the UK government to 
integrate the tenets of 
global frameworks such as 
the OECD AI Principles, 
UNESCO 
Recommendations for the 
Ethics of AI, and the 
Universal Guidelines of AI. 
 
CAIDP and Encode Justice 
Urge Senator Schumer to 
Open Up Senate AI Policy 
Process 

 
CAIDP and Encode 
Justice wrote to Senate 
Majority Leader Chuck 
Schumer this week to 
express concern about the 
closed-door briefings on AI 
policy now taking place in 
the US Senate. 
 
CAIDP Urges Congress to 
Prioritize Human Rights in 
AI Innovation 

 
CAIDP 
recently submitted a 
statement to a 
Congressional 
Committee hearing, 
Artificial Intelligence: 
Advancing Innovation 

Towards the National 
Interest, offering key 
recommendations for how 
AI could be utilized to 
advance the national 
interest. 
 
CAIDP Advises Pakistan on 
AI Policy 

 
CAIDP issued a statement 
to Pakistan's Ministry of 
Information Technology 
and Telecommunication 
(MoITT), advocating for 
the careful regulation of AI 
technologies.  
 
CAIDP Calls for Robust AI 
Governance in Response 
to UK AI White Paper 
 
In response to the 
consultation on the UK AI 
White paper, CAIDP 
reiterated its call for an 
independent AI oversight 
agency, legal rights to 
algorithmic transparency, 
and a registry of high-risk 
AI systems. 
 
 
 
 
 
 
 
 

CAIDP's Hickok 
Spearheads Crucial AI 
Governance Dialogue at 
CPDP 

 
Hickok moderated an AI 
policy panel at CPDP, and 
participated as panelist on 
another one focused on 
human right implications 
of AI systems. 
 
CAIDP Submits Expanded 
FTC Complaint, and 
Demands Swift 
Intervention 

 
Intensifying its stance for 
AI guardrails, CAIDP 
lodged a 
substantial supplement to 
its original complaint with 
the U.S. Federal Trade 
Commission (FTC), 
demanding prompt and 
decisive action. This move 
underlines new dynamics 
worldwide about OpenAI's 
ChatGPT and puts pressure 
on the FTC for swift 
investigation. 
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CAIDP Urges OSTP to 
Prioritize Human Rights in 
National AI Strategy 

 
CAIDP has responded to 
the Office of Science and 
Technology Policy's (OSTP) 
Request for Information 
on the National Priorities 
for AI. We underscored 
the importance of human-
centered AI development, 
prioritizing public safety, 
and setting up clear rules 
for AI transparency, 
accountability, and 
security.  
 
Civil Society Demands 
Inclusive AI Governance in 
Europe 
 

 
Civil society organizations 
including the CAIDP and 
the European Consumer 
Organisation 
(BEUC)  issued a powerful 
call for an encompassing 
definition of AI systems, 
without exceptions for 
national defense, in the 
Council of Europe's 
forthcoming AI 
Convention.  
 

From Campaign to 
Investigation: A 
Watershed Moment for AI 
Governance 

 
The Federal Trade 
Commission 
(FTC)'s probe into OpenAI 
represents a seminal 
moment in the governance 
of AI. While lawmakers 
debate potential 
regulations, this 
investigation enforces 
existing consumer 
protection laws on rapidly 
evolving AI systems. 
CAIDP's advocacy 
catalyzed this action, 
demonstrating the power 
of civil society oversight.  
 
CAIDP, Encode Justice to 
Senate: Prioritize Global 
AI Guidelines, Youth 
Involvement 

 
CAIDP and Encode Justice 
issued a letter to the 
Senate Judiciary 
Committee. The 
organizations applaud the 
U.S.'s decision to rejoin 
UNESCO and urge the 
Subcommittee on Privacy, 
Technology, & the Law to 

consider the Universal 
Guidelines for AI, 
endorsed by hundreds of 
experts and associations 
worldwide, as a 
foundation for AI 
legislation. 
 
CAIDP Alumni Co-Win the 
EU AI Act Grand Challenge 

 
CAIDP AI Policy Clinics 
graduates Kholofelo Kugler 
and Dirk Brand, as part of 
the team 
LegalAIzers, emerged as 
co-winners in the 
prestigious University of 
St. Gallen 
Grand Challenge centered 
on the EU AI Act.  
 
CAIDP Announces 
Resource Page on UGAI 

 
CAIDP announced a new 
resource page on the 
Universal Guidelines for AI 
(UGAI), an initiative aimed 
at improving the design of 
intelligent computational 
systems through 
transparency and 
accountability.  
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CAIDP Urges Strict AI 
Governance to Protect 
Democracy 

 
CAIDP submitted compreh
ensive recommendations 
to the U.S. President's 
Council of Advisors on 
Science and Technology 
(PCAST) on the challenges 
posed by generative AI.  
 
CAIDP's Influence on AI 
Governance Explored 

 
“Artificial Intelligence & 
Equality” 
podcast featured a 
discussion with Merve 
Hickok and Marc 
Rotenberg of the CAIDP 
regarding their influential 
roles in shaping AI 
governance. This episode 
spotlighted CAIDP’s 
transformative impact on 
the rapidly evolving 
landscape of AI policy. 
CAIDP has become globally 
recognized for initiatives 
like its annual “Artificial 
Intelligence and 
Democratic Index” and has 
actively driven major AI 
governance policy 
initiatives worldwide. 

CAIDP Warns of 
Remaining Risks as FTC 
Probes OpenAI 

 
While 
CAIDP's complaint urging 
the Federal Trade 
Commission (FTC) to 
investigate OpenAI over 
GPT-4 deployment led to a 
major probe, risks remain 
as generative AI advances 
rapidly. 
 
Civil Society Pushes for 
Rights-Centric EU AI 
Legislation 

 
CAIDP supports the call 
from 150 civil society 
organizations, urging the 
European Parliament, the 
European Commission, 
and the Council of the EU 
to prioritize human rights 
in the upcoming 'trilogue' 
negotiations on the AI 
Act.  
 
Everything. Everywhere. 
All at Once: AI Policy 
When Congress Returns 

 

Marc Rotenberg, Executive 
Director of 
CAIDP, presented a 
detailed analysis of the 
unfolding AI policy 
landscape in an article for 
the Communications of 
the ACM. 
 
CAIDP Files Complaint 
with FTC Over Zoom's AI 
and ML Practices 

 
CAIDP submitted a 
complaint to the Federal 
Trade Commission (FTC) 
regarding Zoom. At the 
heart of the CAIDP 
complaint is Zoom's use of 
AI and ML techniques. 
CAIDP contends that Zoom 
has violated the FTC Act, 
the 2020 Consent Order 
with the consumer agency, 
and the business guidance 
that the FTC has set out 
for AI products and 
services.  
 
CAIDP Encourages Input in 
U.S. Copyright Office's AI 
Inquiry 

 
CAIDP has launched a 
Public Voice campaign, 
emphasizing the 
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importance of community 
involvement in the U.S. 
Copyright Office's 
investigation into 
Copyright and AI. 
 
CAIDP’s Rotenberg Briefs 
Congress on AI 
Governance 

 
At a recent event in the US 
Senate, hosted by the 
Council on Foreign 
Relations, Marc 
Rotenberg, Executive 
Director of CAIDP, 
provided insights on AI 
governance for the 21st 
century to senior 
Congressional staff. 
 
CAIDP’s Own in Time100 
AI 

 
Recognized in the Time100 
AI list, spotlighting the top 
innovators in the realm of 
AI were CAIDP's own 
Stuart Russell, recipient of 
the inaugural CAIDP AI 
Policy Leader Award, 
Sneha Revanur, founder of 
Encode Justice and a 
former CAIDP intern. 

Academics Urge EU to 
Strengthen Fundamental 
Rights in AI Act 

 
In a significant collective 
move, more than 130 
university professors from 
Europe and beyond, along 
with CAIDP President 
Merve Hickok and 
Executive Director Marc 
Rotenberg, urged the EU 
to incorporate a robust 
Fundamental Rights 
Impact Assessment (FRIA) 
into its forthcoming EU AI 
Act. 
 
Endorse the Universal 
Guidelines for AI! 

 
In 2018, over 300 experts 
and 60 organizations 
across 40 countries 
endorsed the first 
comprehensive framework 
for AI governance. 
To mark the 5th 
anniversary, CAIDP 
reopened the signature 
process for new 
endorsements. 
Click here to add your 
signature and endorse the 
Universal Guidelines for AI 
today! 

CAIDP Urges Senator 
Schumer for Transparent, 
Swift AI Legislation 

 
CAIDP issued 
a statement to Senate 
Majority Leader Chuck 
Schumer, detailing the 
outcomes of the third AI 
Policy Roundtable held in 
Washington DC.  
 
CAIDP Urges Senate to 
Focus on OpenAI 
Complaint at FTC 

 
CAIDP penned a letter to 
Chairwoman Maria 
Cantwell and Ranking 
Member Ted Cruz of the 
Senate Committee on 
Commerce, Science, and 
Transportation, 
emphasizing the urgent 
need for expedited Federal 
Trade Commission (FTC) 
investigations into OpenAI 
and Zoom. 
 
 
 
 
 
 



27 
 

CAIDP’s Rotenberg Asks 
UK Minister Cleverly 
about AI Summit 

 
At an event by the Council 
on Foreign Relations, Marc 
Rotenberg of CAIDP asked 
UK Foreign Secretary 
James Cleverly a 
pointed question about 
objectives and participants 
at the UK AI Summit 
 
CAIDP Advances Five-
Point AI Governance Plan 
to UN Tech Envoy 

 
CAIDP recommended a 
Five-Point Plan for AI 
Governance to the UN 
Tech Envoy, earmarked for 
discussion in the initial 
meeting of the High-Level 
Advisory Board.  
 
CAIDP Calls for Urgent AI 
Regulation Ahead of 2024 
Elections 

 
CAIDP issued a stark 
warning about the threats 
that AI technologies, like 

ChatGPT, pose to the 2024 
Presidential election. 
 
UGAI Marks 5th 
Anniversary with 
Transformative 
Conference 

 
Last week, on October 5th, 
the Universal Guidelines 
for AI (UGAI) celebrated its 
5th anniversary with 
a conference, reiterating 
its role as a cornerstone in 
the realm of AI ethics and 
governance.  
 
Civil Society’s Role in EU's 
AI Act 

 
CAIDP authored a new 
report  for the European AI 
& Society Fund, titled 
"Making the AI Act work: 
How civil society can 
ensure Europe’s new 
regulation serves people & 
society."  
 
CAIDP Urges UK Prime 
Minister to Prioritize AI 
Fairness Alongside Safety 

 

In an open letter, CAIDP 
urged UK Prime Minister 
Rishi Sunak to ensure that 
the AI fairness agenda is 
not overshadowed by a 
narrow focus on safety at 
the upcoming UK AI 
Summit. 
 
CAIDP Urges FEC to 
Examine AI in Campaign 
Ads 

 
CAIDP submitted a 
comprehensive comment 
to the Federal Election 
Commission (FEC), 
recommending new 
regulations on the use of 
AI in campaign 
advertising.  
 
CAIDP Spring 2024 AI 
Policy Clinic Now 
Accepting Applications 

 
CAIDP received more than 
1,200 applications  for its 
Spring 2024 AI Policy 
Clinics. The clinic offers an 
in-depth exploration into 
the rapidly evolving 
landscape of AI 
governance.  
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CAIDP Urges Immediate AI 
Legislation and FTC Action 

 
In a statement to the 
House Committee on 
Science, Space, and 
Technology, CAIDP made 
its stance on AI 
governance abundantly 
clear. 
 
Merve Hickok Receives 
Women in AI Lifetime 
Achievement Award 

 
CAIDP President Merve 
Hickok, along with Nicole 
Janssen and Constanza 
Gomez Mont, have been 
recognized by Women in 
AI for their outstanding 
contributions to the field. 
These remarkable women 
have shown relentless 
vision and perseverance, 
helping to shape a world 
that is more fair, just, and 
inclusive. 
 
 
 
 
 
 
 

CAIDP Flags Urgent 
Privacy Concerns 

 
CAIDP sent a statement to 
the House Committee on 
Energy and Commerce, 
focusing on the specific 
privacy risks of large 
language models like 
ChatGPT. 
 
CAIDP Calls on FTC to Act 
in Latest OpenAI 
Complaint Supplement 

 
CAIDP submitted a second 
supplement to its original 
complaint, amplifying our 
call for the Federal Trade 
Commission (FTC) to 
expedite its investigation 
into OpenAI. This latest 
step bolsters our initial 
efforts, which began with 
the filing of the original 
consumer protection 
complaint in March and 
continued with a first 
supplement submitted in 
July. 
 
 
 
 
 
 

CAIDP Advocates for 
Democratic Principles in 
Upcoming Global AI 
Treaty 

 
Karine Caunes, the Global 
Program Director at 
CAIDP, urged the 
Committee on AI at the 
Council of Europe to 
"uphold the mission of the 
Council of Europe and to 
promote fundamental 
rights, democratic values, 
and the rule of law" in the 
creation of a global AI 
treaty. 
 
CAIDP Urges 
Comprehensive AI 
Governance in Response 
to G7 Principles 

 
CAIDP issued a detailed 
response to the U.S. 
Commerce Department's 
public inquiry on the G7 
Guiding Principles for AI. 
"The contrast between the 
EU approach and the U.S. 
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approach is striking," the 
Center noted, highlighting 
the short three-day 
window provided for 
public comments and the 
lack of transparency in the 
U.S. process. 
 
CAIDP Engages with 
European Legislators 

 
CAIDP joined forces with 
several leading U.S. non-
governmental 
organizations to engage 
with the European 
Parliament's Internal 
Market and Consumer 
Protection Committee 
(IMCO). 
 
CAIDP’s Rotenberg Speaks 
to World Bank about AI 
Policy 

 
CAIDP Executive Director 
Marc Rotenberg spoke 
with World Bank leaders 
last week in Washington, 
DC about the responsible 
use of AI technology.  
 
 
 
 

CAIDP Calls for Stringent 
Oversight on Deepfake 
Technology 

 
In a statement to the 
House Oversight 
Committee, CAIDP urged 
immediate action on the 
advancing threats posed 
by deepfake technology 
and AI.  
 
CAIDP Announces 
Sponsorship of CPDP 2024 

 
CAIDP sponsors the CPDP 
2024 conference, a 
significant event focusing 
on privacy and data 
protection. Scheduled for 
May 22-24, 2024, in 
Brussels, Belgium, the 
conference will delve into 
the theme "To Govern or 
to Be Governed, That is 
the Question." 
 
CAIDP Submits New Filing 
to FTC, Urges Action in 
OpenAI Case 

 
In a detailed 
new supplement to the 

original complaint, CAIDP 
urged the Federal Trade 
Commission (FTC) to move 
forward the investigation 
of OpenAI and issue an 
order to establish 
safeguards and guardrails 
for ChatGPT. 
 
CAIDP Asks U.S. Senate to 
Support Council of Europe 
AI Treaty 

 
In a statement to the 
Senate Foreign Relations 
Committee, the Center for 
AI and Digital Policy 
expressed support for the 
Council of Europe Treaty 
on AI. 
 
CAIDP Backs Spanish 
Presidency on AI Act 

 
CAIDP joined with 
researchers, civil society 
organizations, and think 
tanks in support of the 
Spanish Presidency 
approach to the regulation 
of AI. 
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CAIDP's Marc Rotenberg 
Joins Panel at Harvard on 
AI and Democracy 

 
Marc Rotenberg, Executive 
Director of CAIDP, joined a 
panel at the Harvard 
Conference on AI and 
Democracy. 
 
Athens Roundtable 2023: 
Pioneering the Path for 
Human-Centric AI 

 
At the Athens Roundtable, 
co-sponsored by CAIDP, a 
diverse array of voices 
converged to shape the 
future of AI in global 
policy.  
 
CAIDP Urges Halt to AI-
based Weapon Systems in 
Gaza on Human Rights 
Anniversary 

 
CAIDP called attention to 
the use of Artificial 
Intelligence technology in 
the war in Gaza.  
 
 
 

CAIDP Provides Detailed 
Comments to U.S. OMB 
on AI Guidance 
CAIDP expressed strong 
support for the U.S. Office 
of Management and 
Budget (OMB)'s AI 
guidance, aligning with the 
Executive Order on 
Artificial Intelligence.  
 
The false choice holding 
up congressional action 
on AI 

 
In their op-ed for the Hill, 
Okezue Bell and Marc 
Rotenberg stated, "The 
idea that AI could pose 
existential dangers rivaling 
that of climate change or 
nuclear warfare was no 
longer a fringe viewpoint 
but a movement 
championed by 
technology’s greatest 
Olympians." 
 
CAIDP Celebrates Over 
200 Graduates from Its AI 
Policy Certification 
Programs 

 
CAIDP celebrated a 
significant milestone with 
the graduation of over 200 

participants from its AI 
Policy certification 
programs. These 
graduates hail from more 
than 80 countries and 
come from diverse 
professional backgrounds, 
including community 
advocates, lawyers, 
academics, policy 
practitioners, and 
technologists.  
 
CAIDP Submits Key AI 
Governance 
Recommendations to 
Homeland Security 
Committee 

 
CAIDP sent a statement to 
the House Committee on 
Homeland Security, ahead 
of their hearing on "DHS 
and CISA’s Role in Securing 
Artificial Intelligence."  
 
CAIDP Supports UNESCO’s 
Initiative for AI Ethics 
Collaboration 

 
CAIDP endorsed UNESCO's 
latest endeavor to create a 
global, open-access online 
Repository on AI Ethics
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CAIDP IN THE 
NEWS 
 
ABC News, January 18, 
2023 

 
Collection of voice data for 
profit raises privacy fears 
 
New York Times, March 4, 
2023 

 
CAIDP Calls for Urgent 
Legislation to Protect 
Public from Unregulated AI 
 
The Verge,March 30, 2023 

 
FTC should stop OpenAI 
from launching new GPT 
models, says AI policy 
group 
 
 
 
 
 
 
 

Bloomberg, March 30, 
2023 

 
OpenAI Targeted in FTC 
Complaint Urging Halt of 
GPT Rollouts 
CNBC, March 30, 2023 

 
OpenAI faces complaint to 
FTC that seeks 
investigation and 
suspension of ChatGPT 
releases 
 
CNN, March 30, 2023 

 
The FTC should investigate 
OpenAI and block GPT 
over ‘deceptive’ behavior, 
AI policy group claims 
 
 
 
 
 
 

Reuters, March 31, 2023 

 
U.S. advocacy group asks 
FTC to stop new OpenAI 
GPT releases 
 
Fortune, March 30, 2023 

 
OpenAI’s ChatGPT faces 
U.S. FTC complaint, call for 
European regulators to 
step in 
 
The Globe and Mail, 
March 30, 2023 

 
U.S. advocacy group asks 
FTC to stop OpenAI from 
issuing new commercial 
releases of GPT-4 
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New York Times, March 
31, 2023 

 
ChatGPT Is Banned in Italy 
Over Privacy Concerns 
 
Reuters, April 5, 2023 

 
Biden eyes AI dangers, 
says tech companies must 
make sure products are 
safe 
 
TechCrunch, April 5, 2023 

 
Snapchat adds new 
safeguards around its AI 
chatbot 
 
POLITICO, April 10, 2023 

 
ChatGPT is entering a 
world of regulatory pain in 
Europe 

Fox News, April 13, 2023 

 
US begins study of possible 
rules to regulate AI like 
ChatGPT 
Fox News, April 13, 2023 

 
Elon Musk’s call to pause 
AI developments ‘exactly 
correct’: Marc Rotenberg 
 
Forbes, April 14, 2023 

 
How The FTC Could Slow 
OpenAI’s ChatGPT 
 
MarketWatch, April 18, 
2023 

 
AI regulation: It could 
already be too late, 
technologists say 
 

Economist, May 11, 2023 

 
CAIDP's Letter to The 
Economist 
 
Democracy Now!, May 18, 
2023 

 
Marc Rotenberg Proposes 
Legal Rules for the 
Governance of AI in 
Democracy Now Interview 
 
TIME, June 12, 2023 

 
OpenAI’s ChatGPT Bot 
Probed by FTC Over 
Consumer Harms 
 
The Verge, July 13, 2023 

 
FTC investigating OpenAI 
on ChatGPT data collection 
and publication of false 
information 
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The Wall Street Journal, 
July 13, 2023 

 
ChatGPT Comes Under 
Investigation by Federal 
Trade Commission 
The New York Times, July 
13, 2023 

 
F.T.C. Opens Investigation 
Into ChatGPT Maker Over 
Technology’s Potential 
Harms 
 
MIT Technology Review, 
July 17, 2023 

 
How judges, not 
politicians, could dictate 
America’s AI rules 
 
New York Times, July 24, 
2023 

 
In a letter to The New York 
Times, CAIDP’s Merve 
Hickok, Lorraine 
Kisselburgh, and Marc 

Rotenberg emphasize the 
need to establish legal 
standards for AI. 
 
Carnegie Council for Ethics 
in International Affairs, 
July 27, 2023 

 
Ways to Influence AI Policy 
and Governance, with 
Merve Hickok and Marc 
Rotenberg 
 
Foreign Affairs, December 
13, 2023 

 
An AI Oversight 
 
The Hill, July 12, 2023 

 
The false choice holding up 
congressional action on AI 
Bloomberg, September 1, 
2023 

 
Zoom’s AI Features Fuel 
Call for FTC Probe of Data 
Practices 

VentureBeat, September 
5, 2023 

 
Senate meeting with top 
AI leaders will be ‘closed-
door,’ no press or public 
allowed 
The New York Times, 
September 12, 2023 

 
8 More Companies Pledge 
to Make A.I. Safe, White 
House Says 
Council on Foreign 
Relations, October 26, 
2023 

 
Elections in the AI Era 
 
VentureBeat, October 31, 
2023 
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REVIEWS - “AI and 
Democratic Values 
Index” 
 
"CAIDP's flagship report 
provides insightful 
information how the AI 
principles are translated 
into practice across 75 
countries".  
 
Wonki Min, SUNY Korea 
(2023) 
 
“It is a great exercise of 
comparative digital law in 
action, providing a 
comprehensive perspective 
on the evolution of AI 
policy also contributing to 
underline the 
constitutional relationship 
between AI & democracy." 
 
Oreste Pollicino (2023) 
 
“A very worthwhile 
analysis.” 
 
Stuart Russel, University of 
Berkeley, California (2022) 
 
“An impressive body of 
work.” 
 
Alessandro Acquisti, 
Carnegie Mellon University 
(2022) 
 

“An excellent report, a very 
useful tool for the 
community and a 
reference 
to see nexus between AI 
and Democratic Values” 
 
Leyla Keser, Istanbul Bilgi 
University (2022) 
 
"A very insightful report on 
AI laws and policies that 
addresses significant 
international 
developments and 
provides a terrific 
comparison of AI laws 
and policies across 50 
countries.” 
 
Lee J. Tiedrich, Duke 
University (2022) 
 
“This report is unique in 
that it compares AI policies 
and practices around 
the world and should 
inspire progress toward 
trustworthy and 
humancentric AI.” 
 
Ursula Pachl, European 
Consumer Association 
(BEUC) (2022) 
 
“This is a very ambitious 
and important exercise. 
The outcome is impressive- 
detailed and rigorous.” 
 

Valsamis Mitsilegas, 
Queen Mary University of 
London (2022) 
 
“It's rare to read a 
document that has the 
potential to influence 
national policies on 
artificial intelligence 
around the world. The 
country descriptions and 
evaluations are 
thoughtfully organized, 
well-written, and carefully 
documented.” 
 
Ben Shneiderman, author, 
Human-Centric AI (Oxford 
2022) 
 
“This comparative study 
sheds critical light on the 
adoption of Artificial 
Intelligence in democratic 
societies. AI and 
Democratic Values is an 
indispensable reference 
source for regulators, 
reporters, academics, and 
practitioners. 
 
Dr. Pablo G. Molina, 
Georgetown University 
and founder, International 
Applied Ethics and 
Technology Association 
(iaeta.org) (2022) 
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GOVERNING BOARD AND STRUCTURE 
 
CAIDP is managed by a Board of Directors that meets quarterly to review the organization’s 
program activities, finances and fundraising, policies, and management. Board members serve a 
three-year term. Officers are elected for a one-year term. 2023 Board members reflected CAIDP’s 
expansion. 
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ELIGIBILITY TO RECEIVE DEDUCTIBLE 
CONTRIBUTIONS 

 
 CAIDP was incorporated as a non-profit, educational organization in Washington, DC, in 
April 2021 and received a favorable tax-exempt determination by the IRS in December 2021. 
CAIDP’s EIN is 86-3350258. CAIDP’s financial information, tax determination, and Certificate of 
Good Standing are available on the CAIDP website. 

 The work of CAIDP is made possible by the voluntary contributions of an expert group of 
AI policy researchers around the globe and the donations of private individuals and charitable 
foundations. CAIDP does not receive support from governments or technology companies and is 
not aligned with political parties.  

FUNDRAISING 

 
 

caidp.org/donate 
 

The 2023 Financial Statements and Form 990 will be made available at both the CAIDP website 
and the GuideStar website. Complete 2021 and 2022 Financial Statements, along with the 2021 
and 2022 Forms 990, are available at the CAIDP website. 

CONTACT US  

We always welcome feedback - www.caidp.org/about-2/contact/ 
 
 


